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Abstract

This thesis aims to study the characteristics of traveling ionospheric disturbances
(TIDs) as identified in the radar data of the South African National Antarctic Expe-
dition (SANAE) Super Dual Auroral Radar Network (SuperDARN) radar located in
Antarctica. For this project, 22 TIDs were identified from visual inspection of range
time-intensity (RTI) plots of backscattered power and Doppler velocity parameters
of the SANAE radar between 2005âĂŞ2015. These events were studied to determine
their characteristics and driving mechanisms. Where good quality data were avail-
able, the SANAE HF radar data were supplemented by Halley radar data, which has
large area of overlapping field of view (FOV) with the SANAE radar, and also by
GPS TEC data. This provided a multi-instrument data analysis of some TID events.

Different spectral analysis methods, namely the multitaper method (MTM), Fast
Fourier transform (FFT) and the Lomb-Scargle periodogram were used to obtain spec-
tral information of the observed waves. The advantage of using multiple windowing
in MTM over the traditional windowing method was illustrated using one of the TID
events. In addition, the analytic signal of the wave from the MTM method was used
to estimate the instantaneous phase velocity and propagation azimuth of the wave,
which was able to track the change in the characteristics of the medium-scale TID
(MSTID) efficiently throughout the duration of the event. This is a clear advantage
over other windowing techniques. The energy contribution by this MSTID through
Joule heating was estimated over the region where spectral analysis of both SANAE
and Halley data showed it to be present.

The majority of the TIDs (65.4%) could be classified as MSTIDs with periods
of 20–60 minutes, velocities of 50–333 ms−1 and wavelengths of 129–833 km. The
TID occurrence rate was high around the March equinox with 12 out of the 16 event
days being during March–May. March had a particularly high number of occurrences
of TIDs (46%). The majority of the TIDs observed during this month propagated
northward or southeastward. In terms of prevailing geomagnetic conditions, 6 out
of 16 event days were geomagnetically quiet, while 10 occurred during geomagnetic
storms and substorms. During quiet conditions, TIDs could be linked to Es and
polarised electric fields in 2 of these events. The other quiet time events could not
be related to Es instability and polarised electric field either because their exact
propagation direction could not be determined or data quality from the Es region



scatter was too poor to perform spectral analysis. The storm-/substorm-related TIDs
are possibly generated through Joule heating, the Lorentz force and energetic particle
precipitation.
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Chapter 1

Introduction

1.1 Introduction to Space Weather

The Sun’s activity has been studied since 1755 by counting the number of sunspots,
which is used to trace the solar cycle (Cander, 2019). Sunspots are regions on the Sun
with a stronger magnetic field (≈0.4 T) and are observed by means of a telescope as
relatively dark regions; they are slightly cooler than the surrounding areas (Moldwin,
2008; Cander, 2019). The temporal variation in the monthly mean sunspot number
is used to determine the activity level on the Sun. The solar cycle is determined by
sunspot activity, which is related to the number of sunspots. Over an average period
of 11 years the activity on the Sun gradually increases and decreases again. The year
2021 is in solar cycle 25. Space weather involves activity on the Sun, such as expulsions
of electromagnetic energy and plasma clouds, and their subsequent interactions with
the Earth’s magnetosphere and ionosphere (Moldwin, 2008; Cander, 2019). Severe
space weather events may impact our day-to-day lives by means of the disruption or
even damage to space-borne and ground-based technological systems, such as power
grids and oil pipelines, and the degradation of the performance of global navigation
and communications systems (Moldwin, 2008; Ngwira et al., 2013). Some examples
of solar activity/events are solar x-ray flares, solar energetic particles, coronal mass
ejections (CMEs), and high-speed streams (HSSs) from coronal holes and associated
corotating interaction regions (CIRs) (Cander, 2019). The type of technologies or
radio frequency ranges that will be affected by the solar event, and the time it will
take to reach the Earth’s magnetosphere differ (usually varying from 8 minutes to
several days), depending on the type of event and the position of the source on the
Sun. By monitoring solar activity it is possible to observe early warning of severe
solar events in order that their impact may be mitigated with minor damage to our
technological systems. Space weather information can be used to produce nowcasts
and forecasts.

1
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The effects of space weather on the ionosphere are a major concern as signals
that are used for communication and navigation systems traverse or are reflected
by the ionosphere. An extensive understanding of ionospheric variability helps us re-
duce navigation and communication systems disruptions during space weather events.
Therefore, much research has and is being done on space weather events and their
effects on the ionosphere (e.g., Cliver and Svalgaard, 2004; Doherty et al., 2004; Lopez
et al., 2004; Balan et al., 2014). Ionospheric phenomena that have been widely stud-
ied includes plasma bubbles (e.g., McClure et al., 1977; Kil, 2015), scintillation (e.g.,
Beach and Kintner, 1999; Spogli et al., 2009), atmospheric gravity waves (AGWs)
and traveling ionospheric disturbances (TIDs) (e.g., Borries et al., 2009; Tang et al.,
2016; Jonah et al., 2018). The latter is the focus of this thesis and therefore will be
discussed in more detail.

1.2 Thesis Background and Motivation

TIDs are quasi-periodic perturbations of the ionospheric electron density with peri-
ods between 15 minutes and 3 hours, wavelengths of several hundred to thousands of
kilometres, and horizontal velocities between 100 and 1000 ms−1 (Francis, 1975; Hun-
sucker, 1982; Ogawa et al., 1987; Hocke and Schlegel, 1996). Studies on TIDs have
shown their association with F region electrodynamic processes, electrical coupling
between E and F regions, and AGWs (Perkins, 1973; Samson et al., 1989; Kelley and
Miller, 1997; Tsunoda and Cosgrove, 2001; Otsuka et al., 2007; Ogawa et al., 2009;
Suzuki et al., 2009). AGWs are waves in the neutral atmosphere caused when grav-
ity acts as a restoring force on an air parcel displaced from its equilibrium position
(Beer, 1974; Nappo, 2002; Schunk and Nagy, 2009). Propagation of AGWs in the
neutral atmosphere manifests at the ionospheric altitudes as TIDs. TIDs play an
essential role in energy coupling/distribution between low and high altitudes, as well
as between polar and more equatorial latitudes through attenuation as they propa-
gate from one region to another (Richmond, 1978, 1979; Crowley et al., 1987; Hocke
and Schlegel, 1996; Fritts and Alexander, 2003; Vadas and Fritts, 2006). TIDs are
one of the sources of error for systems using trans-ionospheric radio signals, such
as navigation and communication satellites, as well as radio astronomy instruments
(Afraimovich et al., 1992; Skone et al., 2004; Hernández-Pajares et al., 2006; Nickisch
et al., 2016; Belehaki et al., 2019). These systems are sensitive to ionospheric irregu-
larities that reflect and scatter the traversing radio signals. In addition, it has been
shown that atmospheric and ionospheric models should take into consideration the
effect of TIDs if they are to accurately represent atmospheric/ionospheric conditions
(e.g., Uwamahoro et al., 2019). Therefore, a better understanding of the sources and
scale sizes of energy coupling due to TIDs is vital to estimate the upper atmospheric
energy balance and improve atmospheric and/or ionospheric models.

TIDs have been extensively studied using various instruments, including airglow
imagers (e.g., Shiokawa et al., 2003; Katamzi-Joseph et al., 2019), ionosondes (e.g.,
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Bowman, 1992; MacDougall et al., 2009), global navigation satellite systems (GNSS)
(e.g., Tsugawa et al., 2004, 2007; Ding et al., 2008; Habarulema et al., 2016) and high
frequency (HF) radar such as Super Dual Auroral Radar Network (SuperDARN)
(e.g., Samson et al., 1989; Bristow et al., 1994; He et al., 2004; Ishida et al., 2008;
Grocott et al., 2013). Studies of TIDs at northern high latitudes using SuperDARN
have appeared numerous times in the literature (e.g., Samson et al., 1989, 1990;
Bristow et al., 1994, 1996; Chisham et al., 2007; Nishitani et al., 2019). However,
studies of TIDs above Antarctica are sparse in the literature. Therefore, for this
project, two SuperDARN radars on Antarctica and some Global Positioning System
(GPS) receivers within the radars’ fields of view were used to conduct a statistical
study of polar TIDs. The South African National Antarctic Expedition (SANAE)
radar (Geographic: 71.68◦ S, 2.85◦ W), and the Halley radar (Geographic: 75.52◦
S, 26.63◦ W) have a large common field of view (FOV) and provide velocity vectors
of ionospheric irregularities. The SANAE radar and the Halley radar have a large
common FOV and provide velocity vectors of ionospheric irregularities. The use of two
radars to study a common area is rare, and the use of multi-instruments (the radars
plus GPS total electron content (TEC)) measurements present a unique opportunity
for optimal detection and characterization of TIDs over this region. This study also
provides insight into the characteristics of TIDs and their common source mechanisms
over Antarctica by utilizing ten years of SuperDARN data between 2005 and 2015.

1.3 Thesis Objective

The main objectives of this project are to study the spatial distribution and temporal
variability of TIDs over Antarctica and to identify their source mechanisms. The
questions which relate to these objectives and that the study aims to answer are:

• What are the most common frequencies and wavelengths of TIDs over Antarc-
tica?

• In which direction do the TIDs mostly propagate?

• Which mechanisms are involved in the excitation of TIDs?

The following procedures are done to address the above questions:

• Identify possible TID events from the SANAE SuperDARN radar data and
study their characteristics.

• Perform a detailed study of one of the TID events using MTM analysis.

• Make an estimation of the Joule heating dissipated by a MSTID.
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• Investigate TID events observed concomitantly by SANAE and Halley HF
radars.

• Investigate TID events selected from the SANAE HF radar that can also be
observed in TEC measurements.

• Look into ground and satellite data to identify the possible source mechanisms.

1.4 Thesis Outline

The outline of the following chapters of this thesis is given here.

Chapter 2 starts by introducing the theoretical background of AGWs and TIDs,
along with literature reviews of their characteristics and source mechanisms in dif-
ferent regions. This chapter also contains short descriptions of neutral winds, Joule
heating and magnetic storms and substorms in relation to the study of TIDs.

Chapter 3 describes the different instruments and models used to extract infor-
mation on TIDs and their sources. A basic introduction to the SuperDARN radar
is given, namely how it works and its use in ionospheric-magnetospheric study. A
description of the use of GPS to measure TEC of the ionosphere is given. The use
of the Defense Meteorological Satellite Program (DMSP) and magnetometer data to
determine the source mechanisms of TIDs is explained. A brief introduction to the
IGRF (International Geomagnetic Reference Field) model and the Horizontal wind
model (HWM14), which are utilised for the Joule heating estimation, is included.

Chapter 4 presents data analysis methods for identification of TIDs in radar data.
These methods, of signal analysis nature, include Fast Fourier analysis, Lomb-Scargle
analysis, multitapering and analytic signal analysis.

Chapter 5 consists of the results of an event analysis of a TID structure identified
by both the SANAE and Halley on 17 March 2013, a geomagnetically quiet day. The
TID characteristics obtained by means of the multitaper signal analysis method and
the identification of source mechanisms by means of ground- and satellite-based data
are discussed. Lastly, an estimation of the energy dissipation by the observed TID is
made.

Chapter 6 comprises the results of muti-instrument observations of three TID
events identified in HF radar data from SANAE and Halley stations, as well as TEC
data from GPS receivers within the FOV of these radars.

Chapter 7 presents a survey of TIDs events that were observed by both the
SANAE (22 events) and Halley radars (9 events) over a 10 year period (2005-2015).
It includes a discussion of the characteristics of all the identified events and their
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possible source mechanisms.

Chapter 8 contains a summary of all the results and discussions of this study. It
also presents a short discussion on possible future work.



Chapter 2

Theoretical Background

2.1 Introduction

Our planet Earth is surrounded by a deep blanket of air, the atmosphere, which is
crucial for the existence of life on Earth. The atmosphere is composed of layers,
differing in composition, ionisation level, density and temperature. The atmosphere
is divided into layers based on their temperature profile. Figure 2.1 shows typical
temperature and electron density profiles that illustrate different layers of the atmo-
sphere. The lowest part of the atmosphere is the troposphere, which extends from
the ground up to 10 km altitude (Kelley and Heelis, 1989). The troposphere is a
meteorologically active layer where the temperature decreases with altitude. Above
the troposphere to ∼ 50 km sits the stratosphere, where the temperature increases
with altitude because of the ozone layer that absorbs ultraviolet (UV) radiation from
the Sun. The third layer of the atmosphere is the mesosphere, located between 50 and
80 km, where the temperature decreases with altitude at a rate of 3.5 K/km (Ondoh
and Marubashi, 2001). The temperature starts increasing again in the thermospheric
region, which is located above 80 km. The thermosphere is a highly ionised and hot
part of the atmosphere due to short wavelength UV radiation from the Sun. The
absorbed UV radiation is responsible for ionising the neutral atmosphere and, at the
same time, heating the thermosphere. The ionised layer (the ionosphere) extends
from the mesospheric to the thermospheric region, where the region with maximum
electron density is located at ∼ 300 km altitude (Ondoh and Marubashi, 2001; Mold-
win, 2008). The ionospheric layer plays a vital role in our radio communication and
navigation systems. At the same time, the ionosphere is susceptible to space weather
events and other atmospheric conditions that can cause electron density irregular-
ities. Traveling ionospheric disturbances (TIDs) and/or atmospheric gravity waves
(AGWs) are among the main causes of ionospheric irregularities in the ionosphere.
Some TIDs/AGWs arise from space weather events, which will be discussed in sub-
sequent sections. This project focuses on understanding the characteristics of TIDs,

6
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in particular at Antarctica.

The rest of this chapter comprises the following sections: An introduction to
the ionosphere is followed by a section on AGWs, which discusses their formation,
their theoretical wave equation, propagation and source mechanisms. The section on
TIDs includes a literature review of the characteristics of large-scale and medium-
scale TIDs. This is followed by a section on neutral winds, Joule heating caused by
TIDs and magnetic storms and substorms.

2.2 Ionosphere

The ionosphere has a significant effect on trans-ionospheric signals, which are used
for radio communication and navigation. The ionosphere is the layer of the Earth’s
atmosphere located at altitude of ∼50 km to 1,000 km, and characterized by the
abundance of free electrons. These free electrons are primarily generated by photo-
ionisation, which is the ionisation of the atmospheric molecules and atoms by radiation
from the Sun (McNamara, 1991). The photo-ionisation process may be expressed as

X + hν 
 X+ + e,

where X represents an atom or a molecule and hν a photon, which produces free
ions (X+) and electrons (e). The other mechanism which produces free electrons
in the ionosphere is collision ionisation, where precipitation of energetic particles at
high latitudes frees electrons by means of collision (McNamara, 1991; Hunsucker and
Hargreaves, 2003).

The electron density in the ionosphere varies depending on time of day, season
and altitude as the production rate of free electrons depends on the intensity of the
photons and the number of neutral atoms (Georges, 1969; McNamara, 1991). The
seasonal and diurnal variability of the ionosphere is directly related to the intensity
of the UV radiation, whereas variation with respect to altitude is due to both the
variation of the photon intensity and density of neutral atoms at different altitudes.
As the altitude changes from low to high, neutral atoms becomes scarce, due to
the decrease in gravitational force with increase in altitude, and the intensity of EUV
becomes stronger as there is less absorption. At an altitude where these two opposing
processes balance, the rate of production of free electrons reaches its maximum and
electron density maximizes (McNamara, 1991). Thus layers with differing electron
densities are formed in the ionosphere, as shown in Figure 2.1. Based on the ionisation
level, the ionosphere is divided into 4 regions/layers known as D, E, and F. The latter
splits into F1 and F2, as will be explained later.

The ionosphere also varies with latitude, solar activity and geomagnetic condi-
tions. Solar activity variation manifests itself in that the ionisation level is higher



Chapter 2. Theoretical Background 8

Figure 2.1: Layers of Earth’s atmosphere and the ionosphere electron density variation
representing a typical mid-latitude ionosphere during the day (solid line) and night
(broken line) (Kelley and Heelis, 1989).

during solar maximum than solar minimum, because then the intensity of the solar
radiation is greater and leads to an increase in the production rate of free electrons
and ions (MacDougall et al., 2009). The latitudinal variation of the ionosphere has
partly to do with the change in the solar zenith angle with latitude. As the latitude
increases for the same local time, the zenith angle becomes greater and the intensity of
the radiation decreases (McNamara, 1991). There are other phenomena that control
the latitudinal variation of the ionosphere, such as the fountain effect, which moves
the electrons from the equatorial region through E×B vertical drift and redistributes
them to latitudes between ±10◦ and ±20◦ (McNamara, 1991). This leads to regions of
low electron density at the equator and of high electron density north and south of the
equator. At high latitudes precipitation of energetic particles through the magneto-
sphere contributes to enhanced ionisation because of collision ionisation (McNamara,
1991; Hunsucker and Hargreaves, 2003). Magnetic storms contribute to the complex
ionospheric variation observed at all latitudes. Relative to the background electron
density, enhancement or depletion of the electron density may be observed during
geomagnetic storms, known as positive and negative ionospheric storms, respectively
(Habarulema et al., 2013; Matamba et al., 2015).

The electron density of the ionosphere depends not only on the rate of electron-
ion production, but also on that of the recombination and attachment processes.
One type of recombination process occurs when the free electrons are lost due to
combination with positively charged ions, a process known as radiation recombination
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(McNamara, 1991). The recombination process can also occur in two stages, where
first a positive ion (X+) interacts with a neutral molecule A2 and replaces one of
the atoms in the molecule. Then the positively charged molecule AX+, created in
the first reaction, combines with a free electron to give two neutral atoms. This
type of recombination is called dissociative recombination and it is more efficient
than radiative recombination (McNamara, 1991). Another electron loss process is
the attachment process, prevalent in the D layer, in which electrons are attached to
a neutral atom and produces a negatively charged ion (McNamara, 1991).

The D layer is the lower part of the ionosphere, ranging from 50 km to 90 km
in altitude. The main sources of ionisation in the D layer are ionisation of nitric
oxide by EUV photons, ionisation of molecular nitrogen and oxygen by solar hard
X-rays and cosmic rays (Moldwin, 2008). The D layer has the property of absorbing
lower frequency radio signals which degrade long-distance high frequency (HF) radio
communication.

The E layer of the ionosphere is located between 90 km and 140 km in altitude
(Ondoh and Marubashi, 2001). Ionisation of molecular oxygen and nitrogen by low
energy or soft X-ray and solar UV radiation is the main source of charged particles
in this region. Precipitation of energetic particles, mainly at high latitudes, also
contributes to the ionisation of the E layer.

The sporadic E (Es) layer is observed as a narrow high electron density layer
that occurs randomly in the E layer and lasts for short periods of time (few minutes
to several hours) (Beer, 1974; Moldwin, 2008). This layer has different sources at
different latitudes including plasma instability at low latitudes (e.g. Abdu et al.,
1996), neutral wind shears in the E region at mid-latitudes (e.g. Whitehead, 1989)
and charged particle precipitation at high latitudes (e.g. Rodger et al., 1983). The
Es layer may affect radio communication by fading the signal and creating multipath
effects (Cander, 2019).

The F layer extends from 120 km and the density peaks at approximately 300
km (Moldwin, 2008). The F layer is produced mainly by EUV ionisation of atomic
oxygen. During the daytime, especially in the summer and when the Sun is low, the
F layer splits into the F1 and F2 layers, with the highest electron density being in the
F2 layer (Davies, 1990; Hunsucker and Hargreaves, 2003). At higher altitudes only
the F2 layer exist at night, while the other three lower layers disappear because of
the increase in the loss rate of free electrons relative to the production rate, which is
caused by recombination and attachment mechanisms (McNamara, 1991).
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2.3 Atmospheric Gravity Waves

Vertical displacement of an air parcel in a stratified atmosphere which is stable, gen-
erates gravity waves due to the Buoyancy force, which acts to restore the equilibrium
(Nappo, 2002; Schunk and Nagy, 2009). The restoring force creates an oscillation of
the air parcel at its equilibrium position at the Brunt-Väisälä frequency. For a parcel
displaced from its equilibrium position (se) with a distance δs and an angle of α from
the vertical, the Buoyancy force acting on the displaced air is expressed by:

mp
d2(δs)

dt2
= −g sinα(mp −ma), (2.1)

where g sinα is the gravity component along the direction of the displacement, mp

is the mass of an air parcel in equilibrium with its environment at height se and ma

is the mass of the displaced air in the parcel (Nappo, 2002). Using the ideal gas
law p = ρRT , where p is pressure, ρ is density, R is the universal gas constant (287
J/kg K) and T is temperature, and expressing the mass of the air parcel using ρ and
volume (V ), the equation is reduced to (Nappo, 2002):

ρpVp
d2(δs)

dt2
= −g sinα(ρpVp − ρaVa). (2.2)

This equation can be simplified by assuming that the air pressure of the air parcel is
equal to that of the environment and that the volume stays the same:

d2(δs)

dt2
= −g sinα

(Ta − Tp)
Ta

, (2.3)

where Ta and Tp are the environmental and parcel temperatures, respectively. The
Taylor series expansion of Ta and Tp to the first degree substituted in Equation 2.3
leads to:

d2(δs)

dt2
=
−g sinα

Ta
(
∂Ta
∂s
− ∂Tp

∂s
)δs. (2.4)

By applying the adiabatic lapse rate, Γ = ∂Tp
∂s

= g sinα
Cp

, where Cp is the specific heat
capacity at constant pressure, the expression can be written as follows:

d2(δs)

dt2
=
−g sinα

Ta
(
∂Ta
∂s
− g sinα

Cp
)δs. (2.5)

Equation 2.5 can be rewritten using the potential temperature (θ = Ta(1000/p)R/cp),
which is the temperature of an air parcel that is moved adiabatically from an altitude
with pressure p to the ground where the pressure is 1000 mb (Beer, 1974; Nappo,
2002):

d2(δs)

dt2
=
−g
θ

∂θ

∂s
sin2 αδs. (2.6)
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Then the motion of the parcel along the displacement direction is expressed by:

δs(t) = Aeiωbt +Be−iωbt, (2.7)

where ω2
b = g∂θ

θ∂s
sin2 α is the Brunt-Väisälä frequency, or it can be rewritten by using

the frequency for purely vertical displacement (i.e. ω2
v = g∂θ

θ∂s
)

ωb = ωv sinα. (2.8)

Therefore, for α = 0◦ then ωb = 0 and the motion is horizontal with no oscillation,
and if α = 90◦, which means a vertical displacement, then ωb = ωv.

2.3.1 Dispersion relation equation for gravity waves

Propagation of the gravity waves in the atmosphere is characterised by the inter-
action between the pressure gradient (∇p), the buoyancy force (ρg) and the inertia
force (Hocke and Schlegel, 1996). Linear theory, where variables are expressed as
background and perturbed states, is used to derive the dispersion relation equation
for gravity waves (Nappo, 2002). Euler equations for a frictionless atmosphere and
irrotational Earth (i.e. ignoring the Coriolis force and centripetal acceleration) are
the governing equations used to derive the dispersion relation of gravity waves (Beer,
1974; Nappo, 2002; Schunk and Nagy, 2009). The Coriolis force and centripetal ac-
celeration are not taken into account because gravity wave periods (10 min to 3 hrs)
are much less than planetary rotation periods (24 hrs) (Schunk and Nagy, 2009). In
addition, the atmosphere has to be isothermal, compressible and inviscid to disregard
the source and dissipation mechanisms (Hines, 1959; Schunk and Nagy, 2009). The
continuity, momentum and energy equations for a single-component neutral gas are
expressed by (Schunk and Nagy, 2009):

∂ρ

∂t
+5 · (ρu) = 0, (2.9)

ρ

(
∂

∂t
+ u · 5

)
u +5p− ρG = 0, (2.10)

(
∂

∂t
+ u · 5

)
p+ γp(5 · u) = 0, (2.11)

where u is atmospheric velocity, G gravitational acceleration and γ = 5/3 is the ratio
of specific heats.

From the linearisation theory, the atmospheric variables can be expanded to a
background and perturbed state ρ = ρ0 +ρ1, p = p0 +p1 and u = u1. The subscript 0
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and 1 represent the unperturbed (or initial) and perturbed states of the atmosphere,
respectively (Schunk and Nagy, 2009). p0 and ρ0 expressed in terms of the scale
height, i.e. p0, ρ0 α e−z/H0 where H0 = kTo/mg and k = 1.381 × 10−23J/K, which
indicates that the initial atmospheric state only varies with z exponentially. Using
the above expressions for the terms containing5ρ0 and5p0 yields u1 ·5ρ0 = − ρ0

H0
u1z

and u1 ·5p0 = − p0
H0
u1z. The equations of continuity, momentum and energy become,

∂

∂t

(
ρ1

ρ0

)
− 1

Ho

u1z + (5 · u1) = 0, (2.12)

∂u1

∂t
+

p1

ρ0p0

5 p0 +
p0

ρ0

5 p1

p0

− ρ1

ρ0

G = 0, (2.13)

∂

∂t

(
p1

p0

)
− 1

H0

u1z + γ(5 · u1) = 0, (2.14)

where u1z is the vertical component of the perturbed velocity. The plane wave equa-
tion may be used to represent the small perturbations in density, pressure and velocity
(Schunk and Nagy, 2009) as given here,

ρ1

ρ0

,
p1

p2

,u1 ∝ expi(K·r−ωt), (2.15)

where K is the wave vector and ω is the wave frequency. Assuming that the gravity
wave propagates in x-z plane (K = (Kx, Kz)), the momentum equation becomes two
equations with the velocity having both x and z components (u = (ux, uz)). Hence,
there will be four equations with four unknowns (Schunk and Nagy, 2009):

− iω(
ρ1

ρ0

) + iKxu1x + (iKz − 1/H0)u1z = 0, (2.16)

ikxc
2
0/γ(

p1

p0

)− iωu1x = 0, (2.17)

(iKz − 1/Ho)
c2

0

γ

p1

p0

− iωu1z + g, (
ρ1

ρ0

) = 0, (2.18)

− iω(
p1

p0

) + iγKxux + (iγKz − 1/H0)uz = 0, (2.19)

where c0 is the speed of sound in the neutral gas, Kx and Kz are the horizontal and
vertical wave numbers, respectively. Solving the above equations gives us the solution
for the dispersion relation. The dispersion relation for internal gravitational waves,
that relate K and ω is expressed by (Hines, 1959; Schunk and Nagy, 2009):

ω4 − ωc2
0(K2

x +K2
z ) + (γ − 1)g2K2

x − iγgω2K2
z = 0. (2.20)

Equation 2.20 can be solved by ignoring gravity (g = 0) which gives the dispersion
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relation of sound waves. In the case of sound waves both K and ω are real and the
wave propagates without growth or attenuation (ω2 = c2

0K
2) (Hines, 1960; Schunk

and Nagy, 2009). There will be no solution where both Kx and Ky are purely real
and different from zero, if gravity is not set to zero in Equation 2.20. This is the case
for gravity waves, where waves experience attenuation as they propagate. Therefore,
one of the wave vector components has to be complex (Kz = Kzr + iKzi), where Kzr

is the real part and Kzi is the imaginary part. Equation 2.20 then becomes

ω4−ωc2
0(K2

x+K2
zr+K2

zi)+(γ−1)g2K2
x+γgK2

ziω
2−iω2K2

zr(γg+2c2
0Kzi) = 0, (2.21)

where the imaginary part of the equation becomes

Kzi = − γg
2c2

0

= − 1

2H0

, (2.22)

and the velocity perturbation equation (u1 ∝ exp(iK·r−ωt)) becomes

u1 ∝ expz/2Ho expi(Kxx+Kzrz−ωt) . (2.23)

Gravity waves are characterized by constant wave perturbation energy (1
2
ρ0u

2
1z)

because ρ0 ∝ exp−zγg/c
2
0 and u1z ∝ exp−zγg/2c

2
0 (Schunk and Nagy, 2009). The am-

plitude of the wave increases exponentially as the wave propagates towards higher
altitudes where the density decreases (exp(zγg/2c20)) (Hines, 1960; Nappo, 2002; Schunk
and Nagy, 2009).

2.3.2 Propagation of AGWs

AGWs exist at different altitudes, from tropospheric altitudes to thermospheric al-
titudes. Thermospheric gravity waves have a larger vertical wavelength than meso-
spheric gravity waves (Francis, 1974; Bristow et al., 1996; Bristow and Greenwald,
1997). Gravity waves in the atmosphere move with oscillations that are perpendicular
to the direction of the energy transfer, i.e. they are transverse waves (Hunsucker and
Hargreaves, 2003). As waves propagate from a high density region, i.e. the lower at-
mosphere, to a less dense region their amplitudes increase and demonstrate instability
(Vadas and Fritts, 2006).

Figure 2.2 shows different propagation modes of AGWs, namely upper mode and
lower mode. The upper propagation mode includes direct and lower thermosphere
waves, whereas the lower modes are Earth-reflected and ducted waves. Waves origi-
nating in the thermospheric region can have different propagation modes. These are
direct, lower thermospheric, Earth-reflected and ducted modes. The direct and lower
thermospheric modes are waves that travel obliquely to higher altitudes, as shown in
Figure 2.2. For Earth-reflected and ducted modes, the wave first goes down to the
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ground and is reflected before it propagates obliquely to the thermosphere or prop-
agates horizontally with some portion of the wave penetrating the thermosphere in
the case of the ducted mode (see Figure 2.2). Direct waves have longer wavelengths
and propagate quasi-horizontally (Mayr et al., 1990). Wave reflection occurs if the
background flow characteristics change quickly with altitude (Nappo, 2002). Ducted
waves travel long horizontal distances from their source as they propagate through
the non-dissipative part of the atmosphere (Francis, 1974; Mayr et al., 1990; Nappo,
2002). Due to geomagnetic attenuation, the amplitude of ducted waves decreases as
the waves propagate to the equator (Mayr et al., 1990). When it comes to the Earth-
reflected waves, they have shorter wavelengths than the ducted waves and dissipate
fast (Mayr et al., 1990). Long-period waves with high horizontal velocity propagate
long-distance in the thermosphere without dissipation. In contrast, slow moving and
short-period waves dissipate faster and cannot travel a long distance from their source
(Richmond, 1978).

Figure 2.2: Propagation modes of AGWs (Mayr et al., 1990)

2.3.3 Common Sources of AGWs

AGWs play a significant role in the dynamics of the atmosphere by transporting
energy and momentum vertically, through different layers of the atmosphere and hor-
izontally across the globe. AGWs transport energy from the source region to where
dissipation occurs (Vadas and Fritts, 2006). At high latitudes, heat is deposited
through precipitation of charged particles, causing heating up of the neutral atmo-
sphere. Gravity waves are one of the mechanisms that is responsible for distributing
these energies from high-latitudes regions to the middle and low latitudes (Richmond,
1979; Hunsucker, 1982). The other mechanism is meridional circulation through com-
pressional heating and advection (Richmond, 1979). The air in the auroral region rises
to higher altitudes and travels horizontally because of the heating effect of the auroral
electrojet current, and then sinks to a lower altitude, where it creates compressional
heating, and circles back to high latitudes at a lower altitude (Richmond, 1979).
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Mesospheric AGWs are primarily generated in the tropospheric region and propa-
gate upward (Bristow and Greenwald, 1997). Source of AGWs in the lower atmosphere
include volcanoes, earthquakes, nuclear explosion, perturbation in the jetstream and
mountain turbulence (Hunsucker, 1982; Nappo, 2002). AGWs can be triggered by
upper atmospheric sources, such as the solar terminator, solar eclipses, the equatorial
electrojet, the auroral electrojet and particle precipitation (Nappo, 2002). Particle
precipitation and Joule heating and the Lorentz force associated with the auroral elec-
trojet are common sources at high latitudes (Hunsucker, 1982). Both Joule heating
(J · E =J2/σp) and Lorentz force (J×B force transfer to neutrals through collision)
introduce a local time-dependent disturbance into the neutral atmosphere that trig-
gers gravity waves (Chimonas and Hines, 1970). Researchers have investigated the
most dominant source during an auroral electrojet (e.g. Chimonas and Hines, 1970;
Francis, 1975; Richmond, 1978). These studies concluded that the Lorentz force dom-
inates in exciting AGW’s in the auroral region.

2.4 Traveling Ionospheric Disturbances (TIDs)

TIDs transfer energy and momentum from their origin to the region where they dis-
sipate, through molecular viscosity, thermal conductivity and ion drag (Ding et al.,
2008). The observation of wave motions in the upper atmosphere and their manifes-
tation in the ionosphere started during the 1940s (Waldock and Jones, 1986; Nappo,
2002). The first study to relate AGW to TIDs was done by Hines (1960), in which
he explained ionospheric irregularities in terms of internal gravity waves. Since then
TIDs have been extensively studied theoretically, using models and observations.
For more information or highlights refer to review papers (e.g. Francis, 1975; Hun-
sucker, 1982; Hocke and Schlegel, 1996; Nishitani et al., 2019). Studies reveal that
TIDs have diverse properties and thus are usually classified into large-scale TIDs and
medium-scale TIDs, based on their wave velocity and periods (e.g. Hunsucker, 1982;
MacDougall et al., 2009).

2.4.1 Large-scale TIDs

TIDs with horizontal velocities between 400 and 1000 ms−1, wave periods within the
range of 0.5 to 3 hours, and a horizontal wavelength greater than 1000 km are classified
as large-scale TIDs (LSTIDs) (Ogawa et al., 1987; Samson et al., 1989; Hocke and
Schlegel, 1996). The speed of LSTIDs is similar to the speed of sound propagation in
the thermospheric layer (Hocke and Schlegel, 1996).

LSTIDs are known to travel long distances as they travel at high speeds and
have long horizontal wavelengths. Studies have shown that LSTIDs can travel from
the polar region all the way to the equatorial region or the other way around and
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can even propagate across the equator to the opposite hemisphere (Francis, 1975;
Hunsucker, 1982; Bruinsma and Forbes, 2007). The first case is more common, as
equatorward propagating LSTIDs are primarily associated with geomagnetic storms
and auroral substorms and also high-latitude processes, such as energetic particle
precipitation (Francis, 1974; Hunsucker, 1982). Habarulema et al. (2016) reported
on observations of storm-time LSTIDs propagating both equatorward and poleward,
using total electron content (TEC) maps derived from the Global Positioning Sys-
tem (GPS) covering American, African and Asian longitudinal sectors (low to high
latitudes). They reported that the LSTIDs originating in the equatorial region result
from low-latitude electrodynamics, specifically from the change in the E×B vertical
drift. In a study over Antarctica, equatorward and poleward propagating LSTIDs
were observed on days in October and November 2003 that were related to severe
magnetic storm events (Momani et al., 2010). The LSTID observed between the 30
and 31 October 2003 propagated towards the equator with a velocity of ∼ 1000 ms−1,
contrary to the event observed on the 20 November 2003 which propagated poleward
with a velocity of ∼ 350 ms−1.

A statistical study by Tsugawa et al. (2004), which used the GPS network in
Japan (covering the area from 124◦E to 148◦E longitude and from 24◦N to 48◦N
latitude), showed LSTIDs that had a mean velocity of 475 ± 171 ms−1, a period of
80 ± 29 min and a wavelength of 2131 ± 863 km, propagating 3 ± 19◦ East from
South. A study of LSTIDs by Ding et al. (2008), which used the GPS network
in North America (geographical latitudes of 25◦N - 55◦N), found that the LSTIDs
had a slower mean velocity than those observed by Tsugawa et al. (2004) at lower
latitudes. Most of the LSTIDs reported by Ding et al. (2008) observed during the
major magnetic storms from 2003 to 2005 have a mean velocity of 300 ms−1 and a
mean period of 1.8 hours. The occurrence of LSTIDs at mid-latitudes showed local
time (LT) and universal time (UT) dependence due to the UT dependence of the
auroral disturbance occurrence (Ding et al., 2008).

Borries et al. (2009) studied storm induced LSTIDs over Europe (10◦W - 30◦E,
30◦N - 70◦ N ), using TEC data from the GNSS network. Most of the LSTIDs had
periods of 59 minutes and propagated towards the equator with a mean phase speed
of 684 ms−1. The phase speed of the LSTIDs was faster than those over Japan during
a geomagnetically active period. Based on the high correlation between the AE index
and amplitude of the LSTIDs observed during daytime of the solar maximum, it
was suggested that the LSTIDs were mainly excited by Joule heating (Borries et al.,
2009). The correlation between the AE index and the increment in the amplitude of
the LSTIDs was low during the night.

The characteristics of LSTIDs observed during the Worldwide atmospheric grav-
ity wave study (WAGS), between 11 and 18 October 1985, were reported by Williams
et al. (1988). For the campaign, a combination of incoherent scatter radar (in the
auroral oval region), ionosondes, HF Doppler radar and a radio telescope (in the
mid-latitude region) were utilized to cover both the source region and long-distance
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propagation. LSTIDs with periods of 40 to 70 minutes that propagated from high
latitudes to mid-latitudes (a distance of over 200 km) at speeds between 400 and
500 ms−1 were reported. They also observed LSTIDs with short periods, between
17 and 33 minutes, and a phase velocity of 350 ms−1 at lower latitudes (propagating
equatorward), with a significant attenuation effect on the waves. The attenuation
effect is significant especially for the 17 minutes LSTIDs. They concluded that the
similarity in periodicity of the disturbance in the auroral electric field and the waves
at mid-latitudes was a good indication that auroral activity, such as Joule heating,
the Lorentz force and particle heating, generated the LSTIDs. Similar shorter pe-
riod LSTIDs (17 to 33 minutes), generated by high latitude sources, were studied by
Bowman (1992), using mid-latitude ionosondes in Australia and Japan. The results
showed that the LSTIDs propagate equatorward in both hemispheres with an average
speed of 473 ms−1.

A multi-instrument study by Katamzi-Joseph et al. (2019) used GPS TEC data,
observation by the Fabry-Perot interferometer (FPI) and all-sky camera and magne-
tometer data for Svalbard in the Arctic polar cap and reported poleward propagating
LSTIDs generated by auroral sources (Joule heating and/or particle precipitation)
. The GPS TEC showed that the LSTIDs had periods between 29 and 65 min and
propagated at a mean velocity of ≈ 755 ms−1, whereas the periods of the AGWs
measured by the FPI were slightly greater, namely between 42 minutes and 2 hours
22 minutes. Similar periods and propagation speeds were observed in the horizontal
magnetic field data and auroral intensity data provided by the all-sky camera, thus
correlating with the observed LSTIDs.

Hayashi et al. (2010) were the first to observe LSTIDs events using SuperDARN
radar (Hokkaido radar) and GPS TEC data that covered high to low latitudes. The
study presented three LSTIDs observed during the main phase of a geomagnetic storm
on 15 December 2006. They found two LSTIDs propagating southward (equatorward)
and one propagating northward (from the southern hemisphere to the northern hemi-
sphere).

2.4.2 Medium-scale TIDs

Relative to LSTIDs, medium-scale TIDs are characterized by a low horizontal velocity
(100-250 ms−1) and shorter periods, in the range of 15 minutes to 1 hour, and they
have wavelengths of several hundreds of kilometres (Francis, 1974; Ogawa et al., 1987).
MSTIDs travel slower than the speed of sound in the lower atmosphere (Hocke and
Schlegel, 1996). Meteorological processes such as thunderstorms, vortices, cold fronts
and hurricanes are usually listed as the main source of AGWs, which create MSTIDs
(Ding et al., 2011).

MSTIDs are observed more often than LSTIDs, in all latitudes, and at any time
of the day (Francis, 1974; MacDougall et al., 2009). It is often difficult to relate
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them with a specific source mechanism as they may travel a significant distance be-
fore they are damped (Francis, 1974, 1975). For example, Vadas (2007) determined
that MSTIDs can travel a horizontal distance of up to 2000 km from their source be-
fore dissipating. Ogawa et al. (2009) presented evidence that nighttime MSTIDs can
propagate horizontally over a distance of up to 4000 km. Ducted mode wave propaga-
tion of AGWs, shown in Figure 2.2, allows for the propagation of MSTIDs over long
horizontal distances from their sources (Francis, 1974, 1975). Earth-reflected AGWs
(waves that are reflected downward to Earth and propagate back to thermospheric
altitude) propagate over a longer horizontal distance from the source without dissi-
pation than direct waves, as the viscosity is small at altitudes below 200 km (Bristow
et al., 1996).

Samson et al. (1990) and Bristow et al. (1996) showed that high-latitude MSTIDs
are mostly observed during winter and the late fall months, and are most commonly
excited by auroral processes. However, MSTIDs at high latitudes have also been
observed during magnetically quiet conditions, as well (such conditions are pertinent
to this study). For example, the statical analysis of MSTIDs by Ogawa et al. (1987)
over Syowa station (50◦ to 85◦ S), Antarctica, showed that there is a more frequent
occurrence of MSTIDs during geomagnetically quiet and moderately disturbed times
as well as during winter (specifically August). They also found that the time that
the most MSTIDs occur, is between 14:00 and 16:00 LT with a second maximum
around midnight. They propagated mostly equatorward. However, they also pointed
out that their results may be biased, because the differential-Doppler satellites are
highly affected by scintillation, therefore making it difficult to identify TIDs during
geomagnetically disturbed periods. Bristow et al. (1996) reported that during the
northern summer MSTIDs propagate mainly out of the south and vice versa for
the southern summer, which leads to a conclusion that summer MSTIDs are mainly
excited by sources in the winter hemisphere at tropospheric altitudes. The study
further explained the seasonal dependence by showing that the stronger temperature
gradient in the summer mesosphere causes the vertical wave vector of the AGWs to
become imaginary, in which case the wave would be reflected; whereas the same wave
could penetrate the mesosphere during a winter season. However, this theory did not
include AGWs excited at altitudes higher than the mesosphere (Bristow et al., 1996).

A study by Crowley et al. (1987), which used the HF Doppler network over the
Antarctic Peninsula showed that the morphology of short-period TIDs (between 10-
30 min) depended on geomagnetic conditions. During geomagnetically quiet periods,
the TIDs had horizontal speeds of less than 300 ms−1, while during geomagnetically
active periods, they had higher speeds. It was suggested that this could be due to
the existence of different wave sources and perturbations of the neutral wind pattern
(azimuth of the wind propagation influenced by high-latitude heat and momentum)
during geomagnetically disturbed periods. Besides the low speeds, they reported that
short-period TIDs observed during quiet conditions propagate in an anti-windward
direction (anticlockwise diurnal azimuth rotation) and reached higher altitudes within
a short time period. In contrast, short-period TIDs with high speeds that were
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observed during disturbed conditions did not exhibit the same anticlockwise diurnal
azimuth rotation.

Davies and Jones (1971) showed that the most dominant propagation direction
of MSTIDs at mid-latitudes is equatorward during local winter, poleward during local
summer and westward during the equinox season in Colorado (USA). Similar find-
ings were reported by Georges (1968) using seven months of data from a network of
HF Doppler sounders in Greenwood, also in the mid-latitudes of the northern hemi-
sphere. Both studies therefore suggest that MSTIDs originate in the winter hemi-
sphere, which means that during the local summer, waves generated in the opposite
hemisphere propagate across the equator. This theory seems to be supported by a
statistical study by Munro (1958), which depicted a mean daytime north-east and
south-east propagation direction for MSTIDs during the winter and summer seasons,
respectively, and which changed to north-west and south-west at night over Australia
in the southern hemisphere. The study also found a low MSTID occurrence rate dur-
ing equinox and no clear preferred propagation direction. Francis (1974) pointed out
that there are other fundamental sources of MSTIDs besides auroral sources, since
MSTIDs that propagate from the winter auroral region to the equator, pass through
it and then propagate poleward in the opposite hemisphere, face a linear increase in
period with range. The same goes for east-west propagating MSTIDs; they do not
have auroral sources (Francis, 1974).

MSTIDs associated with polarised electric field

Ogawa et al. (2009) reported nighttime MSTIDs that propagate southwest (from the
northern high latitudes to lower latitudes) during geomagnetically quiet conditions.
Measurements by the Hokkaido SuperDARN radar (in Japan), the all-sky camera
and GPS TEC were used. The event was observed from ionospheric scatter echoes as
it had high Doppler velocities and wide spectral width. These echoes were related to
15-m-scale F region field-aligned irregularities (FAIs). At the same time, echoes from
FAIs in sporadic E layers were observed, implying the existence of electrical coupling
between the E and F regions along the geomagnetic field lines at night. Similarly,
Suzuki et al. (2009) observed, by means of the Hokkaido radar (43.5◦N, 143.6◦E) and
an OI 630-nm airglow imager based in Russia (53◦N, 158.2◦E), nighttime MSTIDs
propagating in the southwest direction. The polarity of the Doppler velocity of the
F region FAIs, caused by gradient drift instability, changed in a manner similar to
the intensity of the airglow imager, i.e. positive and negative Doppler velocities coin-
cided with airglow enhancement and the depletion region, respectively. The airglow
intensity was proportional to the F layer conductivity (field-line-integrated Pedersen
conductivity), with high intensity corresponding to high conductivity. In order to
maintain continuity of electric current, in the region of perturbed conductivity, po-
larised electric field (Ep) is generated perpendicular to the MSTIDs wavefront (Otsuka
et al., 2004, 2009; Suzuki et al., 2009). All these studies, therefore, concluded that
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the observed undulation could be due to the polarised electric field induced by the
E×B plasma drift, as its direction is the same as the drift in the Doppler velocity
data. Furthermore, Suzuki et al. (2009) showed that MSTIDs accompanied by FAIs
and associated to polarised electric fields are common over a wide range of latitudes
(from ∼ 35◦N to 53◦N).

The contribution of polarised electric fields and gradient drift instability to the
generation and development of nighttime MSTIDs have been reported, both with the
use of instruments (e.g., optical imagers, GPS, DMSP satellites, VHF and Doppler
radars) and theoretically (e.g., Kelley and Miller, 1997; Kelley et al., 2003; Shiokawa
et al., 2003; Cosgrove et al., 2004; Otsuka et al., 2007; Saito et al., 2007; Otsuka
et al., 2009). The mechanism involved in the generation and the development of
nighttime MSTIDs can be explained as by Otsuka et al. (2007, 2009) and Ogawa
et al. (2009): Ionospheric instabilities that acts through electrodynamical processes
trigger MSTIDs, which causes perturbations in the Pedersen conductivity. Pertur-
bations of the Pedersen conductivity result in an electric current flow discontinu-
ity. Therefore, to maintain continuity of the current flow a polarised electric field is
generated perpendicular to the wavefront of the MSTIDs. These electric fields are
mapped along geomagnetic field lines and push the F region upward or downward
by E×B drifts, causing undulation of the electron density. The other known source
of mid-latitude nighttime MSTIDs is the Perkins instability (Perkins, 1973). The
Perkins instability is introduced in the nighttime F region when a north-south elec-
tric field exists in addition to the eastward electric field component, which can cause
spread F and gradients in the Pedersen conductance that leads to E×B instability
(Perkins, 1973). In addition to the electric field, neutral wind velocity and gradient in
the background density and Pedersen conductivity, produce Perkins instability with
enhanced growth rate (Hamza, 1999). Nighttime MSTIDs at mid-latitudes that are
generated by Perkins instabilities have wave fronts aligned in the northeast-southwest
(northwest-southeast) in the southern (northern) hemisphere, similar to the MSTIDs
caused by Es instabilities (Cosgrove et al., 2004). Figure 2.3 illustrates the mecha-
nism in which the MSTIDs are generated in both hemispheres. The characteristics of
this type of MSTIDs cannot be explained using the classical theory of gravity waves
(Kelley and Miller, 1997; Otsuka et al., 2004; Suzuki et al., 2009) The linear growth
rate of the Perkins instability is relatively small compared to the growth rate due
to Es layer electric field polarisation (Tsunoda and Cosgrove, 2001; Cosgrove et al.,
2004). Huang et al. (1994) showed that gravity wave seeding enhances the growth
rate of the Perkins instability. Also, Cosgrove and Tsunoda (2004) showed that the
electrodynamical coupling between the E and F region along the geomagnetic field
lines significantly enhances the Perkins instability.
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Figure 2.3: Schematic illustration of the coupling between E and F region both in
northern and southern hemisphere (Narayanan et al., 2018).

2.5 Neutral Wind

Neutral winds and electric fields imposed by the magnetosphere are two of the pri-
mary sources of plasma motion in high latitudes (Danskin, 2004). Neutral winds drive
the motion of charged particles, or the other way round, by means of neutral-ion col-
lision (Davies, 1990; Lu et al., 1995; Drob et al., 2015). The horizontal wind has
two components based on its propagation direction; meridional (south-north) wind
and zonal (east-west) wind. High-latitude heating causes the meridional wind, which
plays a significant role in moving ionised particles along the magnetic field lines and
transferring heat from high to lower latitudes. Vertical winds during storm or sub-
storm time play an important role in changing the composition of the thermosphere
and ionospheric density (Richmond and Matsushita, 1975).

Strong neutral winds may act as directional filters for waves propagating from
the lower atmosphere by reflecting and trapping it and only permitting waves prop-
agating in a specific direction to reach the ionosphere (Yeh et al., 1972; Vadas, 2007;
Figueiredo et al., 2018). Theoretical studies by Waldock and Jones (1984) and Cowl-
ing et al. (1971), who used atmospheric models, demonstrated that the diurnal vari-
ation and hemisphere-specific propagation direction of MSTDs is influenced by the
neutral wind filtering effect. The neutral wind vector rotates clockwise in the northern
hemisphere and counterclockwise in the southern hemisphere, which gives a similar
diurnal variation of the MSTID propagation direction in each hemisphere (Cowling
et al., 1971; Yeh et al., 1972; Waldock and Jones, 1984). In addition, Waldock and
Jones (1984) showed that faster and longer-period waves and those propagating at
90◦ to the mean flow of the neutral wind are least affected by neutral winds. Neu-
tral wind significantly affects the propagation direction of MSTIDs, since they have
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phase velocities that are comparable to the speed of neutral winds (up to 200 ms−1)
(Cowling et al., 1971; Yeh and Liu, 1974; Vadas, 2007).

Neutral wind can affect the propagation of MSTIDs in three ways; critical cou-
pling (wave energy lost), reflection and penetration (Cowling et al., 1971). When the
propagation speed of a MSTID is the same as the speed of the neutral wind, which
is called a critical level, the MSTID is blocked from propagating vertically due to
the filtering effect of the wind (Figueiredo et al., 2018). Experimental investigations
confirm the directional filtering by neutral winds described in theoretical studies.
Kalikhman (1980) showed that daytime MSTIDs are filtered by neutral winds and
directed in the opposite direction. The results were obtained by means of Doppler
radars in Irkutsk, Russia. Waldock and Jones (1986) reported similar results that
show the effect of neutral wind on the propagation direction of F region TIDs by us-
ing the HF Doppler network in Leicester, U.K. (52.53◦N, 1.13◦W). They found that
TIDs commonly propagate 130-140◦ clockwise from the wind azimuth with clockwise
rotation through the day, as described in the theoretical studies. This proved that
the lower atmosphere wind has a more significant influence on thermospheric waves
than previously expected.

2.6 Joule heating

The main causes of energy dissipation in the thermosphere are ion drag, viscosity
and thermal diffusivity (Hines, 1960; Vadas, 2007). TIDs are a secondary cause of
energy dissipation, through Joule heating, with the energy dissipating as they travel
through the ionosphere. Joule dissipation causes attenuation of TIDs, but the most
important cause of wave attenuation is the viscosity and heat conduction effects
(Richmond, 1978). Joule heating (J · E) is a function of the electric field (E) and
the Pedersen conductivity ( σP ) that is parallel to E . The Joule heating dissipation
rate (WJ) at a specific altitude can be calculated from the Pedersen conductivity,
the electric field, geomagnetic field (B) and neutral wind (VN) using the following
formula (Baker et al., 2004):

WJ = σP [E + VN ×B]2. (2.24)

The height-integrated Joule heating rate can be estimated by assuming that the
electric field, geomagnetic field and neutral wind velocity are constant over the height
range where Joule heating is being determined (Baker et al., 2004). Therefore the
height-integrated Joule heating is calculated by:

QJ =
∑
P

E2 + 2
∑
P

E · (VN ×B) +
∑
P

(VN ×B)2, (2.25)
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where
∑

P is the height-integrated Pedersen conductance. The first term of Equation
2.25 represents the energy contribution by plasma convection against a zero neutral
velocity (QC), which is always a positive value (Baker et al., 2004; Billett et al., 2018).
The contribution by the motion of the neutral wind relative to the plasma is expressed
in the second term (QW1), while the third term represents the heating due to neutrals
moving against a motionless plasma (QW2). Stephenson and Walker (2002) reported
an estimation of power dissipation due to a Pc5 pulsation (with a central frequency of
3.3 mHz) over a defined area covered by the pulsation as observed by the SANAE HF
radar. They used the Doppler velocity analytic signal amplitude together with the
magnetic field, taken from the International Geomagnetic Reference Field (IGRF)
model, to estimate the electric field over the area where pulsations were observed.
For the Joule heating estimation by Stephenson and Walker (2002) the neutral wind
term was neglected, as previous work suggested that at high altitudes the dynamo
of the neutral wind is smaller than the magnetospheric dynamo. This would imply
that the first term in Equation 2.25 is the most dominant (Aruliah et al., 2004; Baker
et al., 2004). However, work done by Lu et al. (1995), Cierpka et al. (2000), Aruliah
et al. (2004) and Billett et al. (2018) showed it is important to include the neutral
wind component in Joule heating estimation.

The electric field in the Joule heating estimation shown in Equation 2.25 is known
as the polarised electric field in the case of TIDs (Otsuka et al., 2007; Suzuki et al.,
2009). The polarised electric field is generated perpendicular to the wave front of the
TIDs to keep the flow of current in the F region that is disrupted by the propagation
of TIDs. Upward and downward movement of the plasma is a result of Ep ×B,
where the direction of Ep alters 180◦ (parallel or anti-parallel to TID’s propagation
direction).

2.7 Magnetic storms and substorms

Magnetic storms are intense magnetospheric disturbances that are caused by solar
activity, such as flares, CMEs, CIRs, or changes in the solar wind. During these
forms of solar activity a southward interplanetary magnetic field (IMF) reconnects
with the dayside northward Earth magnetic field lines, which increases the energy
transfer into the magnetosphere. This will cause enhancement of the ring current, i.e.
the current caused by the motion of charged particles that are trapped by Earth’s
magnetic field. This is characterized by a decrease in the disturbance storm-time
(Dst) index (Moldwin, 2008). Commonly, there are three phases in a magnetic storm,
namely the onset(compression) phase, main phase and recovery phase. The onset of
a magnetic storm occurs when the magnetosphere is compressed suddenly due to the
passing of interplanetary shock waves and the region of high pressure behind the shock
waves (Akasofu, 1968). The main phase of a storm is characterized by an increase in
the ring current, whereas a decrease in the ring current marks the recovery phase.
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Contrary to magnetic storms, substorms have a shorter lifetime which lasts for
1 to 3 hours (Akasofu, 1968). They are characterized by enhanced auroral behaviour
due to an increase in auroral ionospheric currents (Akasofu, 1968; Moldwin, 2008).
During a substorm, the auroral arc expands poleward and westward (Akasofu, 1968;
Moldwin, 2008). The effects of magnetic substorms are localized to nightside of
the Earth’s magnetosphere and ionosphere (Moldwin, 2008). Substorms can also be
identified by the horizontal component of the magnetic field as high-latitude negative
magnetic bays, mid-latitude positive bays and low-latitude Pi2 pulsations (Wu et al.,
2004; Forsyth et al., 2015).

2.8 Summary

This chapter presented a brief introduction to Earth’s atmosphere and ionosphere.
The formation mechanism and characteristics of AGWs and TIDs at different regions
are discussed. The literature review on TIDs has shown that we know very little
about TIDs generated at southern hemispheric high-latitudes. Discussion on neutral
wind and how it can affect the propagation direction of MSTIDs has been covered.
The chapter also briefly explains how TIDs dissipate energy through Joule heating.
In the later chapter, the estimation of the energy dissipated from an MSTID will
be shown using the equations given in this chapter. Lastly, a short introduction to
magnetic storms and substorms were given.



Chapter 3

Instrumentation and Models

3.1 Introduction

In this chapter, the Super Dual Auroral Radar Network (SuperDARN), and specif-
ically the South African National Antarctic Expedition (SANAE) radar, and the
Halley radar which were used to determine characteristics of TIDs will be described.
The radar data were supplemented with TEC data from GPS receivers collocated
within the radars’ common field of view, and therefore GPS and TEC are also dis-
cussed in this chapter. A brief explanation of the DMSP satellites that were used to
determine the energy input in the region where the TIDs were observed, is included.
A general overview of magnetometers and their measurements, as well as the global
indices that were obtained from those measurements (e.g. Dst, AE, Kp and PC
south/north) will be presented since these were used to determine the mechanisms
that generated the observed TIDs events. Lastly, a brief introduction to the horizon-
tal wind model version 2014 (HWM14) and the international geomagnetic reference
field (IGRF) models will be offered, as these models were used to estimate energy
dissipation by an MSTID.

3.2 SuperDARN HF radar network

SuperDARN has been used for several decades to study the dynamics of the Earth’s
magnetosphere, plasma convection and the upper atmosphere, i.e. ionosphere, ther-
mosphere and mesosphere (Greenwald et al., 1995; Chisham et al., 2007; Lester, 2013;
Nishitani et al., 2019). Figure 3.1 illustrates how SuperDARN may be used to study
different ionospheric-magnetospheric phenomena. GWS/TIDs are one of the phe-
nomena that has been studied widely using SuperDARN at high and mid-latitudes
(Samson et al., 1989; Ogawa et al., 2009; Suzuki et al., 2009). The radars operate

25
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between 8 and 20 MHz, which is in the HF band. These frequencies are preferable for
the study of high latitude irregularities as they can be easily refracted by the iono-
sphere, allowing for the transmitted signal to be quasi-perpendicular to the magnetic
field lines, which is a condition necessary for backscatter of the signal to the radar
(Chisham et al., 2007).

Figure 3.1: Applications of SuperDARN (Nishitani et al., 2019).

SuperDARN radars are coherent scatter radars since echoes backscatter from
magnetic field-aligned irregularities separated by half the wavelength of the transmit-
ted radar signal (Liu et al., 2012), as well as from ground surface irregularities. This
means that a radar operating at the frequency of 12 MHz will have a wavelength
of 25 m, and therefore can observe irregularities separated by 12.5 m. In standard
mode, a SuperDARN radar typically scans through 16 beams of azimuthal separation
3.24◦, with a dwell time of 3 s or 7 s on each beam, thus completing a full scan of
∼ 52◦ azimuths in 1 and 2 minutes, respectively. A transmitted pulse length of 300
µs implies a range resolution of 45 km along each beam, with the possibility of mea-
surements up to 75 range gates (3500 km). The radars are thus able to detect TID
wavelengths in the range of ∼ 100 to ∼ 1000 km (Grocott et al., 2013). Many of the
SuperDARN radars have two arrays, the main array and interferometer array, which
are separated by some distance. The main array consists of electronically phased
antennas that are used to send and receive signals. The interferometer array is used
only for receiving backscattered signals which are then cross-correlated with signals
received at the main array in order to measure the phase difference between these
received signals (Chisham et al., 2008). The phase difference is used to determine the
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elevation angle of the backscattered signal, which enables estimation of the altitude
of the irregularities responsible for the backscatter (Baker et al., 2008; Chisham et al.,
2008).

SuperDARN consists of HF radars located in the mid- to high latitudes of the
northern and southern hemispheres. The radars’ field of view (FOV) are shown in
Figure 3.2, with the different colours indicating the latitudes where the radars are
located (i.e. green for polar cap, blue for high latitude and orange for mid-latitude).
As of 1 July 2020, there are 38 HF radars, i.e. 24 in the northern hemisphere and 14 in
the southern hemisphere, operated collaboratively by 10 countries. The collaborating
countries are Australia, Canada, China, France, Italy, Japan, Norway, South Africa,
United Kingdom and the United States of America.

Figure 3.2: Field of view plot of the SuperDARN network in the north and south
hemispheres (credit: http://vt.superdarn.org/tiki-list_file_gallery.php?
galleryId=81 )

SuperDARN works at different operation mode settings. The radars work in
common-time mode 50% of the time, which means the radars operate in standardized
settings (Ruohoniemi and Baker, 1998). The other 50% of the time the operation is
divided into a special mode (20%) and discretionary mode (30%). The special mode
is used to do specific experiments agreed upon by the group, whereas individual
experiments can be run in the discretionary mode.

Depending on the ionosphere’s horizontal and vertical electron density, there
are three possible propagation paths for HF signals backscattered from ionospheric
irregularities. Figure 3.3 illustrates the possible paths a backscattered signal can
follow. The backscattered signal can be directly backscattered from the ionosphere
to the transmitter, which is called 0.5-hop path. The signal can get refracted to
the ground from the ionosphere and backscatter to the radar, which is called 1-hop

http://vt.superdarn.org/tiki-list_file_gallery.php?galleryId=81
http://vt.superdarn.org/tiki-list_file_gallery.php?galleryId=81
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path, or backscatter to the ionosphere and down to the ground again. The signal
that backscatters to the radar from this point will have 2-hop propagation path. The
other propagation mode is the 1.5-hop, which means the signal is first refracted to
the ground and then to the ionosphere from where it will backscatter to the radar.
Depending on the altitude at which the signal was backscattered to the radar, it can
be 1.5 E or 1.5 F (E and F representing the E and F ionospheric regions). The 1E,
1F and 2F propagation modes are known as ground scatter, since the received signal
is reflected from the ground (Danskin, 2004).

Figure 3.3: Schematic illustration of the different paths backscatter signals will follow
for 0.5 hop, 1 hop, 1.5 hop and 2 hop backscatters. The diagram is based on ray paths
shown in the ray tracing model (http://vt.superdarn.org/tiki-index.php?page=
Ray-tracing).

The primary data of SuperDARN radars are a complex temporal autocorrelation
function (ACF) of the backscattered signal calculated for each range gate (Baker et al.,
1995; Vallieres et al., 2004). The complex ACF signal is calculated by autocorrelating
signals received at different lags (from non-evenly spaced pulses) for a specific range
gate. The backscattered power (or signal-to-noise ratio, SNR), the Doppler velocity
and the width of the Doppler power spectrum (or spectral width) for each range are
calculated from ACFs that are fitted with standard functions (FITACF). Figure 3.4
shows the raw ACF data and the fitted data for the 17 March 2013 TID event at
02:02:49 UT as observed from beam 7 and gate 20 of the SANAE radar. The real
part (Re{R}) and the imaginary part (Im{R}) of the raw ACF data are plotted in
red and blue, respectively, in the top panel of Figure 3.4. The phase shown in Figure

http://vt.superdarn.org/tiki-index.php?page=Ray-tracing
http://vt.superdarn.org/tiki-index.php?page=Ray-tracing
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3.4 is calculated from the angle between the real and imaginary part of the complex
ACF data (φ(τ) = tan−1(Im{R(τ)}/Re{R(τ)})), and the magnitude of the signal is
used to determine the power (P (τ) = |R(τ)|), as shown in the bottom right panel of
Figure 3.4. The phase variation with lag indicates the Doppler shift on the returned
signal frequency (Ribeiro et al., 2013).

Figure 3.4: The raw ACF data and the fitted data for the 17 March 2013 TID event
at 02:02:49 UT from SANAE radar beam 7, gate number 20. The data was plotted
with the VT SuperDARN ACF plotting and fitting tool (http://vt.superdarn.
org/tiki-index.php?page=ACF+Plotting+Tools).

The methodology used to calculate the Doppler velocity and spectral width
briefly described here can be found in Baker et al. (1995) and Ribeiro et al. (2013).
The Doppler velocity is calculated from the slope of the fit to the phase variation
with lag time (shown by the green dash line in bottom left panel of Figure 3.4) as
follows:

V =
λ

4π

∂φ

∂τ
, (3.1)

where V is the Doppler velocity, λ is the radar wavelength and ∂φ
∂τ

is the change in
phase with lag (τ) estimated from a least-squares fit. The factor of 4 represents the
path of the signal (two-way path). The spectral width is calculated by fitting the
exponential or Gaussian function to the exponential decay of power/amplitude of the
ACF data, since the power variation of the ACF data shows an exponential decay
(|R(τ)| = R0exp(−τ/td)). The equation for the spectral width is:

w =
λ

2πtd
, (3.2)

 http://vt.superdarn.org/tiki-index.php?page=ACF+Plotting+Tools
 http://vt.superdarn.org/tiki-index.php?page=ACF+Plotting+Tools
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where w is the spectral width and td is a decay-time constant from the slope of the
least-squares fit of log of power (log(R(τ))). By using a linear least-squares fit on the
natural logarithm of the ACF power data, the backscatter power or the SNR in dB
is estimated as:

SNR = 10log10(R0/N), (3.3)

where R0 is the fitted lag zero power, which is the y-intercept of the fitting, and N is
the noise power level.

The Doppler velocity measurements of the irregularities are a proxy for the line-
of-sight component of the E × B drift velocity of the plasma in which they are em-
bedded (Ruohoniemi and Baker, 1998). Positive (negative) Doppler velocity indicates
that the target is traveling towards (away from) the radar (Samson et al., 1989).
Ground scatter signals, i.e. signals reflected to the ground from the ionosphere and
backscattered with twice the distance to the ionospheric reflection point, are identi-
fied from radar data as having a low Doppler velocity between -50 & 50 ms−1 and a
spectral width of less than 20 ms−1 (Milan et al., 1997). In the case ground scatter,
Doppler velocities imply vertical movement of layers of the ionosphere, whereas for
ionospheric scatter, Doppler velocities translate to a movement away from or toward
the radar along any beam (Samson et al., 1989).

3.2.1 SANAE and Halley HF radars

The South African National Antarctic Expedition (SANAE) and Halley HF radars are
part of the SuperDARN network based in Antarctica. The principal investigator (PI)
for the SANAE HF radar is Prof. Michael Kosch from the South African National
Space Agency (SANSA). The PI for the Halley radar is Dr Gareth Chisham from the
British Antarctic Survey (BAS), Antarctica. For this study, data from the SANAE
and Halley SuperDARN radars, which have a substantial common FOV, as shown in
Figure 3.5, were used. Note that the area encompassed by the blue (red) lines shows
the SANAE (Halley) HF radar’s FOV, while the numbers 0 and 15 indicate the first
and last beams, respectively, of the radars.

The Halley radar made the first observation using 16 HF log-periodic antennas
in January 1988 (Baker et al., 1989). The radar was switched off between December
2007 and February 2011 during the rebuilding of the Halley BAS station. The SANAE
SuperDARN radar saw first light on 3 March 1997 at the SANAE IV base located
in Vesleskarvet, Antarctica (Walker et al., 1998). The radar has implemented two
antenna designs so far, namely the log-periodic antenna and twin-terminated folded-
dipole antenna. The twin-terminated folded-dipole antennas replaced the log-periodic
antennas after being destroyed by a storm during the 2008 Austral winter. The new
antenna start operating in July 2009. Pictures of the log-periodic and twin-terminated
folded-dipole antennas installed at the SANAE IV base are shown in Figure 3.6. The
twin-terminated folded-dipole antenna design is simple and inexpensive relative to the
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Figure 3.5: Field of view of the SANAE and Halley HF radars in magnetic coordinate.

previous log-period antenna design (Baker et al., 2008). The SANAE SuperDARN
radar was upgraded to digital transceivers during the 2013/2014 Australian summer.
The first data from the new digital radar was recorded on 18 February 2014.
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(a) (b)

(c)

Figure 3.6: Photographs of the SANAE radar (a) log-periodic antennas, and (b)
twin-terminated folded-dipole antennas, as well as (c) a full view of the SANAE IV
base.
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3.3 Global Positioning System

The Global Positioning System (GPS) is a space-based satellite navigation system
for the provision of position, time and velocity information 24/7 worldwide. GPS is
one of the first satellite-based navigation systems, and owned by the United States of
America. Other global navigation satellite systems include GLONASS from Russia,
Galileo from the European Union and Compass/BeiDou Navigation Satellite Sys-
tem (CNSS/BDS) from China. The GPS project was started in the late 1970s and
reached its full operation in early 1995 (Kaplan and Hegarty, 2006; Gleason and
Gebre-Egziabher, 2009). The constellation of GPS satellites includes 24 satellites on
six evenly-space orbital planes (Hofmann-Wellenhof et al., 1992; Kaplan and Hegarty,
2006). GPS satellites orbit the Earth at an orbital radius of approximately 26,600 km
using a nearly circular orbit with an inclination of 55◦ (Mohinder et al., 2001; Misra
and Enge, 2006).

GPS consists of three main segments: the space segment, the ground-control
or monitoring segment and the user segment (see Figure 3.7). The ground-control
segment is used to monitor the status of satellites by uploading navigation and other
data to the satellite (Kaplan and Hegarty, 2006). The space segment refers to the
GPS satellites that are orbiting the Earth twice a day (one rotation taking 11.96
hours). The GPS satellites receive navigation data from the control segments and
send signals to both the user and control segments. GPS satellites transmit signals in
the ultra-high frequency (UHF) band using at least two L-band channels with carrier
frequencies of L1=1.575 GHz, L2=1.227 GHz and L5=1.176 GHz, the latter being
broadcast only by newer satellites. However, only L1 and/or L2 are generally used
in ionospheric studies. Each GPS satellite generates a short and a long code referred
to as coarse-acquisition (C/A) and precision (P(Y)) code, respectively (Kaplan and
Hegarty, 2006). The L1 carrier signal is modulated by two pseudo-random noise
(PRN) sequences: the P code with a chip frequency of 10.23 MHz and the C/A
code with a chip frequency of 1.023 MHz. The L2 channel is modulated using the
C/A code only (Hofmann-Wellenhof et al., 1992; Elósegui et al., 1995). The C/A
code is reserved for civilian use, whereas the P(Y) code is reserved for military and
authorised users only. The main advantage of using two carrier signals, e.g. L1
and L2, with different frequencies, is the ability to measure propagation delay of
the signals as they traverse the ionosphere relative to signals propagating at the
speed of light in free space. Because the ionosphere is dispersive, the propagation
delay is directly proportional to the total electron content (TEC) of the ionosphere
and inversely proportional to the square of the signal frequency (Hofmann-Wellenhof
et al., 1992; Mohinder et al., 2001). The ionospheric delays can be corrected by
using the information from both the L1 and L2 signals. The user segment comprises
the GPS receivers, which use the L-band signals transmitted from the satellites to
determine the user’s position (Kaplan and Hegarty, 2006). Receivers use navigation
data modulated onto the ranging signal to determine the location of the satellite at
the time of signal transmission. The satellite-to-user range is determined from the
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signal’s transit time calculated from the ranging code (Kaplan and Hegarty, 2006).
Caesium and/or rubidium atomic clocks are used by GPS satellites to give accurate
timing information (Hofmann-Wellenhof et al., 1992; Mohinder et al., 2001). There
are two basic types of receivers: dual-frequency receivers which track the L1 C/A
codes and P(Y) code on L1 and L2, and single-frequency receivers which only track
the C/A code (Kaplan and Hegarty, 2006).

Figure 3.7: The main segments of GPS: ground-control segment, space segment and
user segment (El-Rabbany, 2002).

3.3.1 GPS use in ionospheric studies

GPS provides continuous (24/7) ionospheric measurements at high temporal resolu-
tion and has good global coverage (land), where usually the data are available in
near-real-time (Mannucci et al., 1999; Mendillo, 2006). GPS data have been used
for ionospheric studies since the 1980s after the deployment of GPS satellites (Lanyi,
1986; Klobuchar et al., 1987; Lanyi and Roth, 1988; Mannucci et al., 1999). The
processing of GPS signals can yield the integrated electron density of the ionosphere
along the ray path of the signal (Mannucci et al., 1999).

A radio signal experiences refraction, reflection and attenuation as it propa-
gates through the ionosphere. The expression for the refractive index (n) is given by
Appleton-Hartee formula as follows, when both collisions and magnetic field effects
are neglected (Davies, 1990):

n2 = 1−X, (3.4)

where X = Nee2

εomω2 , which can also be expressed using the plasma frequency and the
wave frequency X = f 2

p/f
2. The phase refractive index can be written by approxi-
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mating to the first order as:

np ≈ (1− 1/2
f 2
p

f 2
), (3.5)

Substituting all the parameters (i.e electron mass, electron charge and permittivity
of free space) in the plasma frequency equation gives fp = 8.98

√
Ne, where Ne is the

electron density in m−3.
np = (1− 40.3Ne/f

2). (3.6)

The phase and group refractive indices, can be related by means of the following
equation:

ng = np + f
dnp
df

. (3.7)

Therefore the phase and group velocity of the radio wave is expressed as

np = 1− 40.3Ne/f
2, (3.8)

ng = 1 + 40.3Ne/f
2, (3.9)

Equations 3.8 and 3.9 show that ng > np. Therefore there will be a group delay
and a phase advance (vg < vp) because the electron density (Ne) is always positive
(Hofmann-Wellenhof et al., 1992). The phase delay (∆τp in seconds) can be calculated
by calculating the difference between the travel time of a signal in a varying refractive
index (n(l)) and the same signal in a vacuum (n(l) = 1), which can be expressed as
(Misra and Enge, 2006):

∆τp = 1/c

∫ R

S

(np(l)− 1)dl,

= −40.3

cf 2

∫ R

S

Ne(l)dl,
(3.10)

where the travel time of the signal from the satellite to the receiver is derived by
integrating the refractive index along the path (τ = 1/c

∫
n(l)dl). The number of free

electrons in the path of the radio signal, known as total electron content (TEC), is
defined as (Misra and Enge, 2006):

TEC =

∫ R

S

Ne(l)dl, (3.11)

where Ne(l) is the variable electron density along the signal path, and the integration
is along the signal path from the satellite to the receiver. TEC is measured in TEC
units (1 TEC units= 1016 electrons/m2). Therefore, by substituting TEC in equation
3.10 the phase delay becomes:

∆τp = −40.3TEC

cf 2
. (3.12)
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This shows that the time delay experienced by a GPS signal with frequency f is
directly proportional to TEC encountered along the signal path and inversely pro-
portional to the square of the signal frequency. The negative sign in equation 3.12
implies the phase is advanced (Misra and Enge, 2006). The phase delay (Ip) in length
is expressed as,

Ip = c∆τp = −40.3TEC/f 2. (3.13)

Similarly, the group delay (Ig) can be determined from the group refractive index as:

Ig = 40.3TEC/f 2. (3.14)

Equations 3.13 and 3.14 show that the code measurements are delayed, and the
carrier phases are advanced, respectively, for the GPS signals, and the delay is in
direct proportion to TEC along the signal path (Hofmann-Wellenhof et al., 1992;
Misra and Enge, 2006). This means that the code pseudoranges are measured too
long, and that the carrier phase pseudoranges are measured too short relative to the
straight-line path length from the satellite to the receiver (Hofmann-Wellenhof et al.,
1992).

3.3.2 TEC measurement derived from GPS

The code and carrier phase measurements are given below with all error sources, as
shown in Gao and Liu (2002):

Pi = ρ+ c(dt− dT ) + dorb + dtrop + kiI + bPi
−Bpi + dmult/P1 + ε(Pi), (3.15)

Φi = ρ+ c(dt− dT ) + λiNi + dorb + dtrop − kiI + bΦi
−BΦi

+ dmult/Φi
+ ε(Φi), (3.16)

where
ρ is the true geometric range between receiver and satellite in metres
dt and dT are the satellite and receiver clock error with respect to GPS time in sec-
onds, respectively
λi is the wavelength of GPS signal on L1 and L2 in metres
Ni is the carrier phase integer ambiguity in cycles
dorb is the satellite orbit error in metre
dtrop is the tropospheric delay
ki =

f2i
f21−f22

, i = 1, 2

I is the ionospheric delay in metre
b and B are the satellite and receiver hardware delay in metres, respectively
dmult is the multipath effect
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ε(P ) and ε(Φ) are the measurement noise on code and phase in metres.

TEC can be estimated from the difference between the L1 and L2 code observ-
ables of the dual frequency receivers:

P1 − P2 = −I + b−B + ε(P1 − P2), (3.17)

where b = bp1 − bp2 and B = Bp1 + Bp2 are the differential hardware delays between
the L1 and L2 frequency bands. They are stable biases in time scale of days and
months (Gao and Liu, 2002). After replacing the ionospheric delay I with equation
3.14, equation 3.17, becomes:

P1 − P2 = 40.28(
1

f 2
1

− 1

f 2
2

)TEC + b−B + ε(P1 − P2). (3.18)

Ignoring the other error sources and rewriting the equation in terms of TEC gives:

TEC =
1

40.28
(

f 2
1 f

2
2

(f 2
2 − f 2

1 )
)[P1 − P2],

= 9.5× 1016[P1 − P2].

(3.19)

Similarly, TEC from the carrier phase measurement is expressed as:

TEC = 9.5× 1016[Φ1 − Φ2 + λ2N2 − λ1N1]. (3.20)

Both the code and phase measurements of L1 and L2 can be utilized to estimate
TEC of the ionosphere. The advantage of using the code measurement is that it is
unambiguous, but it is noisy. On the other hand, the carrier phase measurement
gives estimate of TEC, but with an ambiguity of integer values (Mannucci et al.,
1999; Misra and Enge, 2006).

3.4 Defense Meteorological Satellite Program (DMSP)

The Defense Meteorological Satellite Program (DMSP) comprises Sun-synchronous
satellites with polar orbit at an altitude of ∼840 km (Yin et al., 2009). DMSP space-
craft started operating in the 1960s, and have been providing space weather infor-
mation since 1977 using the auroral particle spectrometer (SSJ5), the top-side iono-
spheric plasma monitor (SSIES), the fluxgate magnetometer (SSM), and downward-
looking (SSUSI) and horizon-looking (SSULI) ultraviolet imaging systems. The SSJ5
(5 represents the version of the sensor) sensor measures ion and electron precipi-
tation in the range of 0.03 - 30keV. The SSIES sensors measure the plasma density,
crossâĂŘtrack drift and scintillation (Ferdousi et al., 2019). There are up to 4 DMSP
spacecrafts active at any given time, with the satellites currently operational being
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F15 (since December 1999), F16 (since October 2003), F17 (since November 2006)
and F18 (since October 2009). F19 only ran between April 2014 and February 2016
(refer to https://dmsp.bc.edu/html2/index.html accessed on 27-05-2021). The
electron and ion flux data from the DMSP satellites were used to obtain the energy
input in the areas where the TIDs were observed, thus enabling the determination of
possible TID source mechanisms.

3.5 Magnetometer

A magnetometer is used to monitor the Earth’s magnetic field strength and direction.
These can be used to indirectly measure ionospheric currents since the Earth’s mag-
netic field strength and direction are altered by currents flowing in the ionosphere.
The fluxgate magnetometer and the proton precession magnetometer represent the
two main magnetometer types. The fluxgate magnetometers measure relative changes
in the geomagnetic field, whereas the proton precession magnetometers measure ab-
solute values of the geomagnetic field. The fluxgate magnetometers measure three
different components of the Earth’s magnetic field, namely northward (X), eastward
(Y), and downward (Z), which are used to derive the H (horizontal field), I (inclination
angle), D (declination angle) and F (

√
H2 + Z2) components (see Figure 3.8). The

H component is a good indicator of storm, substorm and ULF pulsation events and
it is used in the derivation of geomagnetic indices, such as the AE index, Kp index,
Dst index, SYM/H and ASY/H (Davis and Sugiura, 1966; Sutcliffe, 1998; Mtumela
et al., 2015). For this project, data from the SANAE and Halley fluxgate magne-
tometers, located in Antarctica, and geomagnetic indices were used to determine the
geomagnetic condition prior to the occurrence of the TID events.

3.5.1 Geomagnetic indices

Dst index
The Dst index measures the fluctuations of the ring current using the hourly averaged
measurements of the H component of the magnetic field from 4 stations; Hermanus
(−33.3◦, 80.3◦), Kakioka (26.0◦, 206◦), Honolulu (21.0◦, 266.4◦), and San Juan (29.9◦,
3.2◦) in magnetic dipole latitude and geomagnetic latitude (Saba et al., 1997; Wanliss
and Showalter, 2006). The magnitude of the Dst index is used to classify geomagnetic
storms according to their intensity. Magnetic conditions where Dst ≤ -100 nT are
classified as great storms, conditions where Dst ranges between -50 nT and -100 nT
as moderate storms, and between -30 nT and -50 nT are classified as weak storms
(De Campra and De Artigas, 2004). The Dst index is also used to identify the different
phases of a storm. The onset of a storm is characterised by an increase of up to tens
of nT in the Dst index that lasts for 10 minutes to hours (Moldwin, 2008; De Campra
and De Artigas, 2004). A sharp decrease in the Dst index indicates the main phase,

https://dmsp.bc.edu/html2/index.html
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Figure 3.8: Components of Earth’s magnetic field.

and at the same time the AE index increases. The recovery phase occurs when the
Dst index slowly recovers to a pre-storm level and can last for several days (Saba
et al., 1997; Moldwin, 2008).

Kp index
The Kp index is a 3-hourly index based on the H component of the magnetic field mea-
surements derived from subauroral-zone magnetometer stations located in Australia,
Canada, Denmark, Germany, Netherlands, New Zealand, Sweden, United Kingdom
and United States. The Kp index measures the storm contribution by both the ring
current and auroral electrojet (Rostoker, 1972). This index is derived from the quasi-
logarithmic relation with the amplitude of the disturbance (Davis and Sugiura, 1966).
The linear version of the Kp index is the ap index. The Kp index varies from 0 to 9
and a value less than 4 characterises a geomagnetically quiet period, while minor to
extreme storms have Kp values between 4 and 9.

AE index
The auroral electrojet (AE) index is used to study auroral zone ionospheric currents,
which are known as auroral electrojet currents. The AE index is a good alternative
for direct auroral observations to determine the onset of a substorm, as it is almost
continuously available (Forsyth et al., 2015). The AE index is derived from the H
component of the magnetic field measurements taken from 12 auroral zone stations in
the northern hemisphere (Ballatore and Maclennan, 1999). The derivation uses the
difference between the maximum westward auroral ionospheric currents, represented
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by the upper envelope (i.e. AU index), and maximum eastward ionospheric currents,
represented by the lower envelope (i.e. AL index): AE= AU-AL (Davis and Sugiura,
1966).

PC indices
The PC indices for the northern hemisphere (PCN) and the southern hemisphere
(PCS) are derived using magnetic field measurements from a single magnetometer
located close to the northern and southern pole, respectively (Ballatore and Maclen-
nan, 1999; Stauning, 2007). The PC index is measured in mV/m, similar to the
interplanetary merging electric field and dissimilar to the AE and Dst indices which
are measured in nT (Stauning, 2007). These indices have been proposed to be a good
proxy for Joule heating as they measure the energy input in the polar caps of each
hemisphere (Chun et al., 1999).

3.6 International Geomagnetic Reference Field (IGRF)

The International Geomagnetic Reference Field (IGRF) is an empirical model used
since 1965 to model the internal geomagnetic field strength on and above Earth’s
surface worldwide as a function of geographic location, altitude and time. The model
is capable of providing estimates of the Earth’s magnetic field, beginning from 1900
A.D to the present (Thébault et al., 2015). The IGRF model is made up of a set
of spherical harmonic coefficients derived from magnetic field data which is collected
from the international network of ground magnetic observatories, ground surveys, low
Earth orbiting (LEO) satellites, and also geomagnetic indices (Thébault et al., 2015;
Alken et al., 2021). The model gets updated every five years to account for the changes
in the Earth’s magnetic field with time. The latest version is the thirteenth generation
of IGRF, IGRF-13, which was released in December 2019 (Alken et al., 2021). For this
project the IGRF model (from the NOAA website https://www.ngdc.noaa.gov/
geomag/calculators/magcalc.shtml?useFullSite=true#igrfwmm) was utilized to
get the magnetic field strength at an altitude of 300 km (observation altitude of the
MSTID) which was then used to appraise Joule heating due to the MSTID.

3.7 Horizontal wind model (HWM14)

The horizontal wind model (HWM) is an empirical model that provides a statistical
representation of the horizontal neutral wind of the atmosphere as a function of lati-
tude, longitude, altitude (up to ∼ 450 km), day and time (Drob et al., 2015). Satellite
and ground-based wind data are used to formulate the model that describes the spa-
tial and temporal variation of the atmosphere by using vector spherical harmonic
functions (Hedin et al., 1996). The current version of the model is HWM14, which

https://www.ngdc.noaa.gov/geomag/calculators/magcalc.shtml?useFullSite=true#igrfwmm
https://www.ngdc.noaa.gov/geomag/calculators/magcalc.shtml?useFullSite=true#igrfwmm
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provides an improved time-dependent model (Drob et al., 2015). The improvement is
mainly for altitudes higher than 120 km. For the HWM14 new data sets are included
from six new and two old instruments, and excludes data sets that were included in
the previous version HWM07 (Drob et al., 2008). The new data sets include mea-
surements from the equatorial and polar region Fabry-Perot interferometers (FPIs)
and cross-track wind measurements from the Gravity field and steady state Ocean
Circulation Explorer (GOCE) satellite. The additional data sets improve the gap in
latitude and local time coverage (Drob et al., 2015). It is important to note that the
HWM14 model has a limitation when it comes to representing high-latitude winds in
geographical coordinates, especially when there is less satellite coverage (Drob et al.,
2015). Studies show that magnetic coordinates should be used for high-latitude wind
rather than geographic coordinates, as the motion of charged particles, which are the
main drivers of wind at high latitudes, are organized by the Earth’s magnetic field
lines (e.g., Emmert et al., 2008; Dhadly et al., 2019). In addition, the HWM14 gives
nearly a constant zonal wind for altitudes higher than 350 km due to the exclusion
of solar flux parameters in the model, contrary to the HWM93 (Drob et al., 2015).
Dhadly et al. (2019) developed a high-latitude thermosphere winds (HL-TWiM) em-
pirical model based on the disturbed wind model (DWM07 (Emmert et al., 2008)),
which uses magnetic coordination to overcome the limitation of the HWM14. The
DWM07 model by Emmert et al. (2008) gives data as a function of magnetic latitude,
magnetic local time and Kp index. The HL-TWiM model added input parameters, in-
cluding day of the year and magnetic longitude (Dhadly et al., 2019). The HL-TWiM
model also includes additional ground-based data from the high-latitude southern
hemisphere, which was an improvement on the HWM14 Dhadly et al. (2019). There
is a future plan to upgrade the HWM14 by replacing the DWM07 with HL-TWIM
to improve the wind data at high latitudes Dhadly et al. (2019).

In this project, the neutral wind velocity supplied by the HWM14 was utilized
to calculate the Joule heating in a case study presented in Chapter 5. The decision
to use the HWM14 was based on the fact that there are no direct measurements of
the neutral wind in the area under study. In addition, the new and improved HL-
TWiM model was not accessible at the time of the data analysis, whereas the HWM14
is easily accessible. Furthermore, the HWM14 has been used successfully by other
researchers for Joule heating calculations (e.g., Billett et al., 2018). The HWM14
model can be accessed via the Pyglow package available at https://github.com/
timduly4/pyglow/.

3.8 Summary

This chapter describes the instrumentations used for this project. The SuperDARN
radar and GPS satellites used to study TIDs characteristics have been introduced in
this chapter. The DMSP satellites, magnetometers, and geomagnetic indices used to
determine the TIDs source mechanism have been briefly explained. Description of

https://github.com/timduly4/pyglow/
https://github.com/timduly4/pyglow/
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the horizontal wind model version 2014 (HWM14) and the international geomagnetic
reference field (IGRF) models were given. These models will be used to estimate the
energy dissipated by an MSTID.



Chapter 4

Data Analysis Methods

For this project, 10 years’ radar data from the SANAE SuperDARN were visually
surveyed to identify signatures of TIDs. Since the SANAE and Halley radars have a
common FOV over a large area, there is the possibility that both radars may observe
the same TID event at similar times, which will allow for a bi-static observation of
a TID event. In light of that, for the TID events identified in the SANAE HF radar
data, measurements from the Halley radar were also obtained where available. All of
these events were observed in ionospheric scatter data and in the post-midnight sector
in both radars, except for one event which was observed in the afternoon between
13:00 and 20:00 UT. The fluctuation in the power and velocity is easy to identify
visually in ionospheric scatter data than ground scatter data since the fluctuation
is stronger in ionospheric scatter data, which could be why all the events presented
here are from ionospheric scatter data. The Fourier transform and Lomb-Scargle
least-squares frequency analysis were used for the spectral analysis of time-series
signals that were extracted from different cells (defined by a combination of beams
and range gates) of the radar to identify the dominant wave frequencies/periods. A
cross-spectral analysis was done to determine the phase difference between signals
from different locations, which was then used to estimate the propagation speeds
and directions of the observed waves. Detailed analysis of one of the events was
done using the multitapering method. This method was utilised to demonstrate the
advantage of using multiple windows over a single window in spectral estimation and
determination of the waves’ instantaneous characteristics. Multitapering analysis
allows for the reconstruction of a time series for the dominant frequency band, which
can then be used to derive the analytic signal of the waves. The analytic signal was
used to estimate the quasi-instantaneous phase and amplitude of the waves. Analytic
signals were obtained by applying a Hilbert transform to the reconstructed signals.

The study covered the period 2005-2015 during which 22 possible TID events
were identified in the SANAE radar data as observed in the signatures in the range
time-intensity (RTI) plots. Of the 22 TID events identified in the SANAE radar
data, 9 events are observed simultaneously in the Halley radar data. In addition

43
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to the SANAE and Halley radars, GPS receivers in the FOV of the radars were
utilized to supplement the analysis of selected events. The processing of the GPS
data is explained here. The result of the multitapering analysis of one of the events
is discussed in Chapter 5 and the result of the combination of HF radar data and
GPS data are found in Chapter 6. The results showing the characteristics of all TID
events are included in Chapter 7.

4.1 Identifying TIDs from radar data

TID signatures are identified in the RTI plots as quasi-periodic enhancements of the
backscatter power and/or Doppler velocities propagating towards or away from the
radar with time. An RTI plot shows the radar backscatter power, Doppler velocity
and spectral width variations with range gate and time. TIDs generated by AGWs
are identified in the periodic fluctuations of the backscattered power in the ground
scatter or even in the modulation of skip distance of the ground scatter (Samson
et al., 1989; Arnold et al., 1998). Variations in the skip distance (distance to the
first power return) can be used to determine period and amplitude of AGWs (Arnold
et al., 1998). The skip distance is sensitive to propagation of AGWs that it allows
to detect AGWs even when the ground scatter is very weak (Karhunen et al., 2006).
However, TIDs observed in ionospheric scatter data, which are identified by a fast
Doppler velocity and a wider spectral width, are related to gradient drift instabilities
(e.g. Ogawa et al., 2009; Suzuki et al., 2009).

The RTI plot in Figure 4.1 shows TID signatures which were observed on 17
March 2013 from beam 13 of SANAE radar (a) and beam 12 of Halley radar (b).
Black lines on the backscattered power enhancements and Doppler velocity, shown
in the top and middle panels of Figure 4.1, respectively, highlight the TID signature.
This event was observed in ionospheric scatter, as in the case of all the other events,
since the values of the Doppler velocity and the spectral width are greater than 50
ms−1. The TID signatures in panels (a) and (b) of Figure 4.1 have a positive slope,
implying that the TID is traveling away from the radar (i.e. approximately southward
according to the geometry of the radars’ FOV presented in Figure 3.5).

The SuperDARN radar software toolkit (RST) can be used to read and visu-
alize SuperDARN data. More information on the SuperDARN RST can be found
on the Github page https://github.com/SuperDARN/rst or https://superdarn.
github.io/rst/ or on zenodo https://doi.org/10.5281/zenodo.4435297. The
Virginia Polytechnic Institute and State University (also know as Virginia Tech), web-
site http://vt.superdarn.org/tiki-index.php provides more SuperDARN visual
information, such as RTI, scan and map potential plots. It also provides access to
print records of SuperDARN FITACF data. The FITACF 2.5 fitting algorithm is
used to produce the FITACF data from the raw ACF data. The SuperDARN data
plots used in this project were taken from the Virginia Tech SuperDARN website.

https://github.com/SuperDARN/rst
https://superdarn.github.io/rst/
https://superdarn.github.io/rst/
https://doi.org/10.5281/zenodo.4435297
http://vt.superdarn.org/tiki-index.php
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4.2 FFT and CSD

Cross-spectral analysis of time series from different geographical locations across the
radar FOV is known to give a reasonable estimate of TID characteristics, such as
propagation speed and direction of the TIDs (Samson et al., 1990; He et al., 2004;
Ishida et al., 2008; Grocott et al., 2013). In this study the Python package Cross-
Spectral Density (CSD) was used to compute the cross-correlation between two signals
in the frequency domain. The CSD analysis determined the phase difference between
signals, which was then used to calculate the speed and propagation direction of
the TIDs. The simplest way to calculate the CSD of two signals is to multiply the
Fourier transform of two signals, after taking the complex conjugate of one of the
signals. The Fourier transform is used to measure the frequency component of a
time series by expressing the signal in terms of a sum of sine waves with different
frequencies and amplitudes. For real-world data, which are non-continuous and have
a finite length, the discrete Fourier transform is used instead of the continuous Fourier
transform. The Fast Fourier Transform (FFT) is a computer algorithm which is used
to do a discrete Fourier transform of a time series fast (Bracewell, 1986). The discrete
Fourier transform (DFT) of a time series g(t) is estimated by means of the following
equation:

G(f) = 1/N
N−1∑
t=0

g(t)e(−2πift)/N , (4.1)

where N is the number of data points, i =
√
−1 and G(f) is the DFT of g(t).

The inverse Fourier Transform is given as,

g(t) =
N−1∑
f=0

G(f)e(2πift)/N . (4.2)

DFT gives a complex symmetric output with length N , in which half of it repre-
sents negative frequency components and the other half are for positive frequencies.
The highest possible frequency that can be estimated for a given sampling rate is
known as the Nyquist frequency, defined as half of the sampling frequency. Window-
ing the time series before applying FFT is necessary to minimise errors in spectral
estimation. Windows are used to create a smooth transition of the signal to a zero
value at the end and beginning of the time series, thereby reducing the spectral leak-
age that is caused by the finite nature of the signal (Blackman and Tukey, 1958;
Ghil et al., 2002). There are different windowing methods, the most common being
Hanning and Hamming windows. It was decided to use the Hanning window in this
project which is commonly used in similar analysis. The other necessary condition
to be fulfilled before doing FFT is that the time series must be evenly sampled with
no data gaps. In this study, the spline interpolation method of the Pandas time se-
ries package was used to fill in missing data where applicable, before doing the FFT
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analysis. This method is similar to that used in studies by Nygrén et al. (2015) and
Nickisch et al. (2016). Prior to doing the FFT, the mean of the data was subtracted
from the original signal to reduce the offset of the time series from zero. By sub-
tracting the mean, the appearance of the DC frequency (zero Hz frequency) on the
frequency spectrum is minimised.

Following is an example of an FFT and CSD data analysis that was done for
17 March 2013, but using data only from the Halley SuperDARN radar. The full
results and discussion of this event are included in Chapter 5. Time series of the
backscattered power data extracted from three cells, each cell representing a range
gate along a particular azimuth beam, were used for the spectral analysis. Since
all the TID events were identified from ionospheric scatter, only cells with this data
were used. To make sure ground backscatter data are not included, an algorithm
to discard data with a low Doppler velocity (between -50 ms−1 and 50 ms−1) and a
spectral width of less than 20 ms−1 (condition for ground backscatter) was used. The
cells used in the analysis of this 17 March 2013 TID event are marked with red stars
in Figure 4.2(a). The (b), (c) and (d) panels of Figure 4.2 show time series extracted
from cells defined by beam (bm)=9 & gate (G)=21, bm=11 & G=23 and bm=14 &
G=21, respectively, (the red lines represent the interpolated data). Only cells with
80% or more of the data available during the time interval of interest (i.e. when the
TID signature is visible) were considered for the spectral analysis.
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(a) (b)

(c) (d)

Figure 4.2: Plots showing the geographic location of the three cells used for the
spectral analysis (a) and the time series (in blue) and the interpolated data (in red)
for cells bm=9 & G=21 (b), bm=11 & G=23 (c) and bm=14 & G=21 (d).

Figure 4.3 presents the time series in Figure 4.2 but with the mean filter and
Hanning window applied. Figure 4.4(a) shows FFT plots for cell bm=9 & G=21 in
blue, bm=14 & G=21 in red, and bm=11 & G=23 in green. A frequency peak of
∼ 0.72 mHz (corresponding to a period of ∼ 23 minutes) was identified in the signals
shown in Figure 4.4(a), as indicated by the black boxes in the figure. Similarly, the
CSD calculated for each pair of signals shows a 0.72 mHz central frequency of a
broadband peak (see the black box in Figure 4.4(b)). The CSD was calculated for all
available cell combinations to find cell combinations in which similar frequencies were
identified.These were then used for phase velocity calculations. The phase difference
between each pair of signals, calculated from the CSD, is shown in Figure 4.4(c).
However, the focus will be on the phase differences at the common frequency of all
signals (0.72 mHz), as indicated by the black box in Figure 4.4(c).
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(a) (b)

(c)

Figure 4.3: Plots of the time series data as used in Figure 4.2 after subtracting the
mean (in black) and windowed data using the Hanning window method (in red) for
cells bm=9 & G=21 (a), bm=11 & G=23 (b and bm=14 & G=21 (c)



Chapter 4. Data Analysis Methods 50

(a) (b)

(c)

Figure 4.4: Plots of (a) FFT of the time series data shown in Figure 4.3, (b) CSD for
each pair of time series and (c) the respective phases derived from the CSD analysis
for the 17 March 2013 event using Halley radar data.

The phase differences calculated from the CSD were used to determine the wave
number components (kx east-west direction and ky north-south direction). A detailed
explanation of the method is found in He et al. (2004), Ishida et al. (2008) and Grocott
et al. (2013), where it was used to calculate the characteristics of MSTIDs from time
series of ground scatter SuperDARN radar data. Equations (4.3), (4.4) and (4.5)
below were adapted from He et al. (2004) to calculate the phase velocity, wavelength
and propagation direction of TIDs:

Vph = ω(kx
2 + ky

2)−1/2, (4.3)

λ = 2π(kx
2 + ky

2)−1/2, (4.4)

θ = tan−1(ky/kx), (4.5)

where Vph is the phase velocity, ω is the angular frequency, λ is the wavelength and
θ is the azimuth angle. (θ = 0 radians indicates northward propagation).
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4.3 Lomb-Scargle analysis

The Lomb-Scargle periodogram was developed by Lomb (1976) and Scargle (1982)
to do spectral analysis of unevenly sampled data. The Lomb-Scargle method was
utilized in this project for events with large data gaps (where more than 20% of the
data within a time period of interest is missing). The Lomb-Scargle periodogram
for a sampled data set gi at a sampling time of ti, for i = 1, 2, ...N , is calculated by
Scargle (1982) as:

PLS(ω) =
1

2

{
[
∑

i gi cos ω(ti − τ)]2∑
i cos2 ω(ti − τ)]2

+
[
∑

i gi sin ω(ti − τ)]2∑
i sin

2 ω(ti − τ)]2

}
, (4.6)

where τ is used to ensure time-shift invariance,

tan(2ωτ) =

∑
i sin 2ωti∑
i cos 2ωti

. (4.7)

A Lomb-Scargle package from Astropy, a collection of software packages written in
Python language for use in astronomy, (https://docs.astropy.org/en/stable/
timeseries/lombscargle.html), was used to analyse events with lots of missing
data (e.g. the periodogram in Figure 4.5(b)). Contrary to the FFT power spectrum,
which is a complex value, the Lomb-Scarle periodogram is real. Therefore, it is not
an easy procedure to get the phase from a Lomb-Scargle periodogram. Hocke (1998)
developed a method to estimate the phase and amplitude from the relation of the
Lomb-Scargle method to the least-squares fitting. The other method often used is
the least-square fitting which also gives the phase and amplitude of a wave (Vlasov
et al., 2011; Negrea and Zabotin, 2016). Here, the slope of the TID signatures was
used to estimate the propagation speed. An example of the use of the Lomb-Scarge
method is given in Figure 4.5. This figure shows a TID event identified in the SANAE
RTI data of 15 July 2012 (a) and the periodogram for gates 39 to 48 of the same data
(b). The slopes of the TIDs signatures, as shown in Figure 4.5(a), were used to
estimate the speed. The frequency of the TID together with the speed, which was
estimated from the slope, were used to calculate the wavelength.

https://docs.astropy.org/en/stable/timeseries/lombscargle.html
https://docs.astropy.org/en/stable/timeseries/lombscargle.html
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(a) (b)

Figure 4.5: The event of 15 July 2012 from beam 0 of the SANAE radar, (a) RTI plot
of the backscatter power and Doppler velocity with overlying lines used to calculate
the slope and (b) the Lomb-Scargle periodogram for gates 39 to 48.

4.4 Multitaper analysis

The multitaper method (MTM) is used to estimate power spectra based on an or-
thogonal set of data windows or tapers, particularly the discrete prolate spheroidal
sequences (DPSS), which mitigate spectral leakage, bias and smoothing problems
(Thomson, 1982). The tapers are mutually orthogonal, with each window empha-
sising different parts of the data series. The orthogonality of the tapers allows for
confidence levels of peaks to be determined. Multiple windowing (tapering) of data
has several advantages over single windowing (such as Hanning), among others, in
multiple windowing the amplitude data series is effectively reduced in a trade-off to
reduce bias due to leakage. Spectral leakages are caused by the finite nature of the
signal, which appears as if energy at one frequency leaks into other frequencies.

A combination of multiple windows provides the best possible spectrum. Lower
order tapers have minimal leakage (broadband bias). As more tapers are added,
the variance or local bias decreases and the peak of interest is smoothed out, or in
other words, the resolution of the frequency spectrum is reduced. Therefore, one has
to compromise between the resolution of the estimated frequency and the statistical
stability of the output (Stephenson and Walker, 2010). The optimal number of tapers
is determined by: number of data points (N), the data cadence (dt) and the half
bandwidth of the peak of interest (1/2 W ). W is usually a small multiple of the
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frequency resolution. The number of tapers offering an optimal bias is calculated by
the Shannon number (k). The number of tapers or Shannon number (k) and the
resolution are related by means of the following equation: k = 2P − 1, where P
is the resolution number (an integer number). Therefore the bandwidth is given by
W = 2Pfrayleigh, where frayleigh is the Rayleigh frequency given by frayleigh = 1/N×dt.
Longer data sets can use a larger number of tapers (k) while maintaining the desired
frequency resolution. Multitaper estimates arise from the inverse theory solution of
the integral equation relating the Fourier transform of the available data of the ideal
complete sample (Thomson, 1982). The multitaper estimate is calculated by:

s(f) =
K−1∑
k=0

|dk(f)yk(f)|2, (4.8)

where dk(f) are weights and yk(f) are the eigencoefficients. The eigencoefficients are
Fourier transforms of the data multiplied by a window or taper as given below:

yk(f) =
N−1∑
t=0

x(t)e−i2πftυ
(k)
t (N,W ), (4.9)

where x(t) is the sequence of data sample and υ
(k)
t (N,W ) is the taper, also known

as eigenvector, which is derived from discrete prolate spheroidal wave functions. The
full derivation of the eigenvectors are found in Thomson (1982). Figure 4.6 shows the
three tapers that were used to analyse the 17 March 2013 TID event (the resulting
frequency spectrums are shown in Figure 5.4). The first window or taper shown in
Figure 4.6 is similar to the Hanning window. Hence, using only one taper in the
MTM is the same as using the FFT with a Hanning window.

The singular spectrum analysis -MTM (SSA-MTM) toolkit described in Det-
tinger et al. (1995) and Ghil et al. (2002) was used to do the multitapering analysis
on the TID event identified in the SANAE HF radar data on 17 March 2013. This is
presented in more detail in Chapter 5. In addition to estimating the power spectrum
with confidence level against a null hypothesis, the SSA-MTM toolkit provides a tool
to reconstruct a signal at a selected frequency band. Figure 4.7 shows the recon-
structed signals (in black lines) for cell bm=8 & G=20 (a), cell bm=12 & G=20 (b)
and cell bm=10 & G=24 (c) taken from the SANAE radar FOV for the 17 March
2013 TID event. The RTI plot for this event is shown in Figure 5.1(a). A central
frequency of 0.78 mHz (period of ∼ 21 min) was chosen to reconstruct the signal,
since it was identified in all 3 cells with a 95% confidence level (see MTM spectrum
plots in Figure 5.4). For comparison, the red curves in Figure 4.7 are the recon-
structed signals when the Hanning window is used. The figure clearly shows that
the amplitudes of the reconstructed signals with a Hanning window are reduced sig-
nificantly at the edges/end points, while the centre has the same amplitudes as the
MTM reconstructed signal, thus illustrating the clear advantage of the MTM over sin-
gle windowing. The reconstructed signals (without the Hanning windows) were used
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Figure 4.6: The three tapers from the SSA-MTM toolkit that were used to analyse
the 17 March 2013 event.

to estimate the instantaneous amplitudes and frequencies with the Hilbert transform
method. This will be discussed in the following section. The MTM method has a
great advantage, especially when used in conjugation with the complex demodulation
method, which is used to estimate the instantaneous propagation speed and direction
of the TID. The advantage of using the MTM method in conjunction with the com-
plex demodulation method to determine the characteristics of TIDs, is demonstrated
in Chapter 5.
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(a) (b)

(c)

Figure 4.7: Reconstructed data using the SSA-MTM toolkit (in black) and applying
a Hanning window on the reconstructed signal (in red) for cells (a) bm=8 & G=20,
(b) bm=12 & G=20 and (c) bm=10 & G=24. Data is from SANAE radar FOV for
the 17 March 2013 TID event.
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4.5 Analytic signals

Analytic signals, which are obtained by complex demodulation, are used to estimate
the instantaneous amplitude and phase of a quasi-periodic signal. The analytic signal,
A(t), of a real signal, f(t), is made up of real and imaginary parts as seen in equation
4.10. The real part is the same as the original signal, while the imaginary part is
derived from the Hilbert transform of the signal (FHT ) or the Fourier component of
the original signal with π/2 shift (Bracewell, 1986).

A(t) = f(t)− iFHT (t), (4.10)

where FHT is the Hilbert transform of f(t) (Bracewell, 1986).

The analytic signal removes the unnecessary negative frequency components,
which come with FFT, and keeps only the positive frequency components. The ana-
lytic signal can be obtained from the FFT by setting the negative frequency to zero
and multiplying the amplitude of the positive frequency by two, and then doing an
inverse FFT (Bracewell, 1986; Walker et al., 1992). The analytic signal has the same
amplitude as the original signal, but the phase is shifted by π/2 (Bracewell, 1986).
The wave packet structure of a quasi-monochromatic signal can be seen by plotting
the amplitude of the analytic signal with time.

The instantaneous amplitude or envelope of the original signal is derived from the
magnitude of the analytic signal. The phase information can be calculated by using
the imaginary and real components of the analytic signal (i.e. θ = tan−1(Im /Re),
where θ is the phase). The derivative of the phase provides the instantaneous fre-
quency. A phase unwrapping algorithm is used to remove the 2π ambiguity of the
calculated radian phase. Therefore, the algorithm unwrap in Python was used to
add and subtract the integer multiple of 2π when the phase gap between consecutive
points was greater than π. The phase change rate with time gives the instantaneous
frequency (Bracewell, 1986; Walker et al., 1992).

Figure 4.8 shows an example of analytic signals, including the respective en-
velopes or the instantaneous amplitudes (plotted as red lines), that were calculated
for the 17 March 2013 TID event discussed in Chapter 5. The analytic signals are
estimated for the 0.78 mHz frequency band (frequency of the MSTID) for the same
SANAE radar FOV locations given in Figure 4.7. The grey shaded area in Figure 4.8
marks the time interval where all three cells have relatively large amplitudes. A phase
change occurs between the wave packets where the amplitude of the wave is small;
as a result, a sharp change in the instantaneous frequency will be observed (Walker
et al., 1992). However, the instantaneous frequency is relatively constant when the
amplitude is large and/or where the instantaneous phase is constant, which is the
condition that was used in the calculation of the phase velocity and wavelength of the
MSTID. The sharp changes in frequency can be seen in Figure 4.9 outside the grey
area, which coincide with the time when the amplitudes were minimal in Figure 4.8.
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Figure 4.8: Hilbert transform of the reconstructed signals with the envelope (red
lines) for cell 1 identified by bm=8 & G=20 (top panel), cell 2 identified by bm=12
& G=20 (middle panel) and cell 3 identified by bm=10 & G=24 (bottom panel) for
the 17 March 2013 TID event. The grey shade marks the time interval when the
amplitude of all three SANAE HF radar cells are large.

Figure 4.9: The instantaneous frequency for the respective cells where the instan-
taneous amplitudes are shown in Figure 4.8. The grey shade marks the same time
interval as in Figure 4.8
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4.6 GPS TEC

GPS allows a derivation of the estimation of the integrated electron density of the
ionosphere along the ray path of the GPS signal. TEC measurements derived from
GPS signals are known as the slant TEC (STEC), and is measured along each GPS
satellite-receiver path. The STEC is mapped to vertical TEC (VTEC) to get the
overhead TEC measurements at a geographic location. The VTEC is derived from
the STEC based on the assumption that the ionosphere is a thin shell at an altitude
of around 350 km (Hofmann-Wellenhof et al., 1992; Misra and Enge, 2006). Figure
4.10 illustrates the geometry that is used to project the STEC measured along the
line of sight of the satellite to the VTEC measurement at the ionospheric piercing
point. The ionospheric piercing point (IPP) is the geographic location where the GPS
signal intercepts the ionosphere at the assumed ionospheric altitude (hm) (Hofmann-
Wellenhof et al., 1992).

Figure 4.10: Geometry of STEC to VTEC mapping (adapted from Hofmann-
Wellenhof et al. (1992))

The STEC is related to the VTEC by using the zenith angle of the satellite (z′)
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at ionospheric altitude, as follows:

STEC =
1

cos z′
V TEC. (4.11)

Calculation of z′ is derived from the geometry in Figure 4.10 with the aid of the sine
rule:

z′ = sin−1

(
RE

RE + hm
sin z0

)
, (4.12)

where z0 is the zenith angle of the satellite at the receiver position, RE = 6371 km
is Earth’s radius and hm is the assumed height of the ionosphere, usually assigned a
value of 350 km (Hofmann-Wellenhof et al., 1992; Misra and Enge, 2006).

In this project, the GPS-TEC software developed at Boston College was used
to derive both STEC and VTEC from the RINEX (receiver independent exchange)
observation and navigation data (Seemala and Valladares, 2011; Uwamahoro et al.,
2018). The software uses both code and carrier phase measurements at the two GPS
frequencies (L1= 1.575 GHz and L2= 1.227 GHz) to estimate receiver and satellite
clock errors and biases introduced by the instruments and the medium which the
signal traverses (as described in Section 3.3.2), while the RINEX navigation data are
used to calculate the elevation and azimuth angles of the satellites. The software uses
differential satellite biases published by the University of Bern and receiver biases
calculated by minimising the TEC variability between 02:00 and 06:00 LT to deter-
mine TEC. A brief description of the procedures to estimate STEC and VTEC by
GPS-TEC software can be found in Uwamahoro et al. (2018). The RINEX data used
for this project have a 30 s time resolution and were downloaded from the UNAVCO
data archive (https://www.unavco.org/data/gps-gnss/gps-gnss.html).

Figures 4.11(a) and (b) show an example of VTEC data (in red) derived by
means of the GPS-TEC software for PRN 1 and 32, respectively, for a TID event on
the 15 July 2012 as observed by a receiver located at Amundsen-Scott South Pole,
Antarctica (89.9◦S, 69.24◦W, magnetic latitude 80.49◦S). The blue dots in Figure 4.11
indicate the elevation angle of the satellites. An elevation threshold of 20◦ is used
to filter out signals that may experience multipath errors, i.e. signals coming from
satellites with elevation angles less than 20◦ were ignored.

https://www.unavco.org/data/gps-gnss/gps-gnss.html
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(a)

(b)

Figure 4.11: VTEC and elevation angle versus time plots for PRN (a) 1 and (b) 32
as observed by GPS receiver located at Amundsen-Scott South Pole, Antarctica, on
15 July 2012.
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4.6.1 Detrending VTEC

In preparation for further analysis, the VTEC data was detrended to remove the
diurnal ionospheric variation and elevation angle dependencies due to the satellite
motion (Hernández-Pajares et al., 2006; Valladares and Hei, 2012). Detrending of
the data is necessary to remove other dominant perturbations of TEC and to be left
with only the perturbations of interest (perturbations within the frequency range of
TIDs). Different methods can be used to detrend TEC. The best known methods are
the running average (e.g., Tsugawa et al., 2007; Kotake et al., 2006) and polynomial
fit (e.g., Valladares and Hei, 2012; Habarulema et al., 2016; Katamzi-Joseph et al.,
2019). The former was used in this project.

Figure 4.12 shows plots of the 15-minute running mean (red lines) together with
VTEC (black lines) for PRN 1 (a) and 32 (b) as observed at Amundsen-Scott South
Pole, Antarctica, on 15 July 2012. The duration of the visibility of these satellites
at this station overlaps with the observation time of the TID event observed in the
SANAE radar data (see Figure 4.5(a)). The 15-minute running average was used
here because the minimum period of the TIDs of interest is 15 minutes i.e. the
minimum period for MSTIDs. The detrended VTEC (dTEC) that was calculated for
each PRN by subtracting the 15 minute running average from VTEC, was used to
derive the TEC perturbations shown as black lines in Figure 4.12(c) for PRN 1 and
Figure 4.12(d) for PRN 32. Perturbations with high magnitude can be seen in both
time series at around 18:00 UT. As in the case of the SuperDARN data, the FFT
software from Python was used to get the frequency spectrum for dVTEC data. The
windowed data using Hanning window are shown using red lines in Figures 4.12(c)
and (d) for PRN 1 and 32. The respective frequency spectrum for PRN 1 and 32 are
shown in Figures 4.12(e) and (f). A broadband peak with a central frequency of 0.6
mHz (corresponding to a period of ∼28 minutes) can be seen in the two FFT plots
shown in Figures 4.12(e) and (f) for PRN 1 and 32, respectively. It is also important
to note the large difference in the amplitudes of the peaks, as can also be seen in the
time series (detrended VTEC) in Figures 4.12(c) and (d).

4.7 Summary

This chapter described the methods used to identify and characterise TIDs events
from SuperDARN and GPS data. Different signal analysis methods such as FFT,
Lomb-Scargle, Multitapering and Analytic signals has been discussed.



Chapter 4. Data Analysis Methods 62

(a) PRN 1 (b) PRN 32

(c) PRN 1 (d) PRN 32

(e) PRN 1 (f) PRN 32

Figure 4.12: These plots show the GPS data processing steps in the study of TIDs. (a)
and (b) VTEC (in black) and 15-minute running mean (in red), (c) and (d) dVTEC
(in black) and windowed data using Hanning window (in red), and (e) and (f) FFT of
the windowed data for PRN 1 and 32, respectively, as observed from Amundsen-Scott
South Pole, Antarctica, on 15 July 2012.
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Multitaper analysis of an MSTID
event above Antarctica on 17 March
2013

5.1 Introduction

An MSTID was observed concomitantly by SANAE and Halley SuperDARN HF
radars on 17 March 2013 02:00-06:00 UT. During this event both SANAE and Halley
radars were transmitting at 12.5 MHz, which affords the opportunity to observe a
common area from two directions, approximating a bistatic instrument. The event
occurred during a geomagnetically quiet time,thus no substorm or storm activity
was observed. The MSTID event was observed with periodic fluctuations of both
the backscattered power and Doppler velocity parameters of ionospheric scatter from
field-aligned irregularities (see Figure 5.1). The strong backscatter power data in the
RTI plots represents the scatters from highly dense regions of the ionosphere that are
modulated by the propagating MSTID. Similar events were reported by Ogawa et al.
(2009) and Suzuki et al. (2009) with the Hokkaido SuperDARN radar (43.53◦ N, 143◦
E). Importantly, these echoes are accompanied by concurrent coherent echoes from the
sporadic E region (Es) layers, indicating the existence of E and F region electric field
coupling at night. The data from the SANAE SuperDARN radars were subjected to
a multitaper analysis, as described in detail in the previous chapter, to elucidate the
characteristics of this event (frequency, wavelength and phase velocity). In addition,
the energy dissipation by this event was estimated and the driving mechanism behind
the observed MSTID was established.

The results presented in this chapter were published in Polar Science Journal
(Atilaw et al., 2021).

63
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5.2 Results and discussion

5.2.1 Characteristics of the MSTID

Figure 5.1(a) shows the plot of range gate versus time for beam 12 of the SANAE radar
on 17 March 2013 and Figure 5.1(b) for beam 14 of Halley radar on the same day. The
MSTID is highlighted by black lines on the backscattered power enhancements. The
reader’s attention is drawn to the fact that the backscatter power enhancements are
concurrent with strong Doppler velocity values away from the radar (red in middle
panels of Figures 5.1(a) and (b)). During the MSTID event, the Doppler velocities
are greater than 50 ms−1 and the spectral widths exceed 50 ms−1. This indicates
that the data are ionospheric scatter, and not ground scatter. The black lines that
overlay in Figures 5.1(a) and (b) have a positive slope, implying that the MSTID
is travelling away from both radars with time, approximately in the direction of the
south pole. A better indication of the motion of the phase fronts is given in Figure 5.2,
which presents snapshots of the SANAE radar’s field of view of the power parameter
plotted in geographic coordinates for the period when the MSTID was active. Another
important feature of the plots in Figures 5.1(a) and (b) is sporadic E region scatter
(having range gates less than 10) that is coincident with the MSTID seen in the F
region scatter.

Observations of TIDs in ionospheric backscatter are not commonly reported in
the literature, especially at high latitudes such as reported here. Most of the TIDs
reported using superDARN are observed in the ground or sea echoes (a signal that is
strongly scattered by the ionosphere such that it propagates to Earth from which it
can be scattered back along the same path to the radar) (Samson et al., 1990; Bristow
et al., 1996; He et al., 2004; Ishida et al., 2008; Grocott et al., 2013). The MSTID
presented here is seen in ionospheric scatter (a radar signal returned to radar directly
from the ionosphere) that is due to field-aligned irregularities (FAIs). In ionospheric
scatter data, Doppler velocities translate to a movement away from or toward the
radar along any beam (Samson et al., 1989). MSTIDs similar to this one, as seen in
ionospheric scatter, have been reported from other SuperDARN radars (e.g., Ogawa
et al. (2009); Suzuki et al. (2009)).
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Figure 5.2: Field of view scan plots using geographic coordinates, of the backscattered
power for the time period 04:26-04:42 UT plotted in Geographical coordinates. The
solid black lines on the figure are used to indicate the wavefronts of the MSTIDs at
different timestamps.

The variations in backscatter power of the two radars were analysed using the
multitapering method. The multitapering method gives the estimation of the fre-
quency with a confidence level relative to a chosen background noise level. The ta-
pers or windows with different shapes emphasise different parts of the data and help
reduce spectral leakage. The multitaper analysis for the SANAE radar is illustrated
here. As explained in Section 4.4, the number of tapers used depends on the length
of the time series and the sampling rate. In this case, three tapers were applied to the
SANAE data which has a 4 hours and 10 minutes length with a 2-minute sampling
rate. Time series data of backscattered power was extracted from three cells, each
cell representing a range gate along a particular beam. The selected cells are marked
by blue stars in Figure 5.3. Only cells with 80% or more of the data available were
considered for the spectral analysis. A spline interpolation method was used to re-
place the 20% or less missing data. The analysis method is illustrated in this section
by means of time series data for the period 02:04-06:14 UT.
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Figure 5.3: The three cells used for cross-spectral analysis form SANAE and Halley
are shown in blue and red stars respectively, and the field of view of the respective
radars are indicated by the blue and red lines. The beam number and range gate of
each cell on the map can be found on the label (e.g., Cell1 bm=8; G=20, refers to
beam number (bm) 8 and range gate (G) 20).

The MTM frequency spectrum for all three cells, with their different confidence
levels, are shown in Figure 5.4. This was constructed using three tapers, three being
the Shannon number calculated for the characteristics of our data series. A common
peak centred around 0.78 mHz, indicated by the black rectangle, is shown in Figure
5.4(d). Each peak has a confidence level greater than 95% above white noise, as can
be seen in Figures 5.4(a),(b) and (c). The common peak for the three cells using a
Hanning window falls within the broadband of the 0.78 mHz peak, but at a lower
frequency of 0.72 mHz. Since the MTM analysis is a more accurate estimation, the
analysis obviously continued with the value of 0.78 mHz. The reconstructed signals
from the broadband peaks, which represent a time series with a central frequency of
0.78 mHz for each cell, are plotted in red in Figures 5.5(a), (b) and (c), together with
the original backscattered power time series. Noteworthy here, is the clearly visible
phase difference between these reconstructed signals (see Figure 5.5(d)). Furthermore,
the reconstructed signals from the MTM analysis spans the entire event, a clear
advantage over other windowing techniques, e.g. the multichannel maximum entropy
method, where data is filtered out for much of the start and end periods of the event.
In addition, the Hilbert transformation is applied to the reconstructed signals to get
the respective analytic signals (Bracewell, 1986).
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The Hilbert transform is used to get the analytic signal of the reconstructed
signal (which only has real values). The analytic signal is a complex signal with the
real part being the same as the reconstructed signal and the imaginary part being
the Hilbert transform of the reconstructed signal (more details on Analytic signal
and Hilbert transform is found in Section 4.5). An analytic signal gives us an ob-
jective estimate of the quasi-instantaneous phase and amplitude of the MSTID for
each radar cell. The Hilbert transform analysis for the three cells in the SANAE
field of view (marked by blue stars in Figure 5.3) are presented in Chapter 4 Section
4.4. The analytic signals for the three cells, including the respective envelopes or
the instantaneous amplitudes (plotted in red lines) are shown in Figure 4.8. The
respective instantaneous frequencies for each analytic signal are shown in Figure 4.9.
The phase differences for each pair of reconstructed signals, derived from the instan-
taneous phase, are plotted in Figure 5.6. The grey shaded area in Figure 5.6 marks
the time interval where all three cells have relatively large amplitudes (see Figure
4.8). A phase change occurs between the wave packets where the amplitude of the
wave is small; as a result, a sharp change in the instantaneous frequency is observed
(see Figure 4.9). However, the instantaneous frequency is relatively constant when
the amplitude is large and/or where the instantaneous phase is constant, which is the
condition used when calculating the phase velocity and wavelength of the MSTID.
The wave number components kx and ky were calculated, using the phase differences
during the active period of the wave packet and the orthogonal distances between the
cells. The phase velocity, wavelength and azimuth was then calculated with equations
4.3, 4.4 and 4.5 respectively.

Figure 5.6: The phase differences for each pair of reconstructed signals, derived from
the instantaneous phase. The grey shade marks the same time interval as in Figure
4.8

.

Figure 5.7 demonstrates the three characteristics of the MSTID, namely phase
velocity, wavelength and azimuth, for the time interval marked by the grey shade in
Figure 5.6 calculated by means of the MTM method. The top panel of Figure 5.7 is a
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plot of the MSTID as it appears in the SANAE radar’s beam 10 backscattered power
data. An important feature here is how well this technique tracks the characteristics
during the time interval of the event. The MSTID has a maximum speed of 280 ms−1

around 04:04 UT, with a wavelength of 380 km, propagating with an azimuth angle
of 146◦. The estimated values depict the characteristics of the MSTID for the time
interval. The wave signatures are clearly seen on the RTI plot (top panel in Figure
5.7).

Figure 5.7: RTI plot of the backscatter power from SANAE radar beam 10 on 17
March 2013 between 02:04 and 06:14 UT (top panel). Calculated phase velocity (2nd
panel), wavelength (3rd panel) and azimuth angle (bottom panel) for the time interval
are indicated by the grey shaded area in Figure 5.6.
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A similar Fourier analysis was applied to three cells in the Halley radarâĂŹs field
of view. The locations of these cells are shown as red stars in Figure 5.3. Unfortu-
nately, the quality of the data from Halley was not as good as that of SANAE and,
as such, the number of returns from targets was fewer. This led to a much shorter
period for analysis compared to that of SANAE. MTM windowing was therefore not
possible, as the allowable Shannon number was 1, which amounts to the application
of a Hanning window. The Fourier analysis of these three cells with a Hanning win-
dow is shown in Figure 5.8. With the application of a Hanning window, these plots
exhibit the same central frequency (0.72 mHz) as the SANAE data. The CSD anal-
ysis for estimating the phase velocity and propagation direction of the Halley data is
described in Chapter 4 Section 4.2.

Figure 5.8: FFT of the three cells taken from the Halley radar field of view: in blue
cell 1 (beam number 9 and range gate 21), in red, cell 2 (beam number 14 and range
gate 21) and in green, cell 3 (beam number 11 and range gate 23).

5.2.2 Estimation of energy dissipation by MSTID

An estimation of the energy dissipated by the MSTID through the Joule heating pro-
cess is outlined here. The calculation presented here is for 17 March 2013 MSTID
event. The amplitude envelope of the analytic signal (derived from the MTM re-
constructed signal centred at 0.78 mHz) of the Doppler velocity data was used to
calculate the electric field. In order to estimate an order of magnitude of convection
Joule heating by the MSTID, the electric field and the magnetic field were used as
V = E×B

B2 , which simplifies to V = E
B

for altitudes greater than 200 km, where the
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ion velocity is in the E×B direction (Brekke, 2013). The direction of the MSTID
convection velocity was assumed to be perpendicular to the direction of the phase
velocity of the MSTID (Ogawa et al., 2009; Suzuki et al., 2009). The convection
velocity is associated with and perpendicular to the polarized electric field, which is
generated to maintain the electric current continuity disrupted by the propagation
of MSTIDs. The magnetic field was estimated by the IGRF-13 model at 300 km
altitude (assumed altitude of the MSTID as observed by the radar). This cell was
selected as it exhibited one of the strongest power values in the frequency band of
the MSTID. The integrated Pedersen conductance was assumed to be 5 Ω−1 for this
calculation, as given in Spiro et al. (1982) and employed by Stephenson and Walker
(2002). Spectral analyses of the Doppler velocity data from all the beams of both the
SANAE and Halley radars during the event interval were done in order to identify
the area where the MSTID was observed. Only peaks with a frequency of 0.78 mHz
with a confidence level above 90% were considered when calculating the area over
where the MSTID was observed. The locations of the cells that contributed to the
area calculation are plotted in Figure 5.9 for SANAE (in blue) and Halley (in red).

Figure 5.9: The field of view of the SANAE and Halley radars together with the
location of cells that observed TIDs with a frequency of 0.72 mHz with a confidence
level of above 90%.
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Empirical models may be used to estimate the speed of the neutral wind, when
no direct measurement of neutral winds are available, as shown by Baker et al. (2004)
and Billett et al. (2018). This was the case for this event. The neutral wind speed
at the location of the cells where the MSTID was observed, was determined from the
Horizontal Wind Model 14 (HWM14) (Drob et al., 2015). Figure 5.10(a) (top panel)
shows the amplitude of the analytic signal of the Doppler velocity taken from a cell
at beam 8; range gate 20 (geographic location of the cell 79.96◦ S and 2.82◦ E) of the
SANAE radar. The method for determining the analytic signal is the same complex
demodulation method outlined for the backscattered power of the SANAE data in
Section 5.2.1.

Height-integrated Joule heating is calculated by the expression:

QJ = QC + QW1 + QW2, (5.1)

where QC represents the energy contribution by plasma convection against a zero
neutral velocity, QW1 represents the contribution from motion of the neutral wind
relative to the plasma and QW2 represents the heating due to neutrals moving against
a motionless plasma. Joule heating due to the MSTID was estimated by using the
first two terms of Equation 5.1, whereas all the three terms (QC, QW1 and QW2) were
used to obtain the background Joule heating, as shown in Figure 5.10(a) and (b),
respectively. The terms QC and QW1 in equation 5.1 were determined by using the
maximum amplitude of the 0.78 mHz MSTID, the magnetic field estimated by the
IGRF model and the neutral wind vector as determined by the HWM14. The energy
dissipated by the MSTID per unit area during the event is shown in the middle panel.
Lastly, the energy dissipation by the MSTID over the area of 636.4× 106 m2, where
the MSTID was observed, is shown in the last panel of Figure 5.10(a). A maximum
of ∼55 kW was estimated to have been dissipated by MSTID. This number is more
meaningful when its contribution is assessed in the context of the overall prevailing
background Joule heating by convection and neutral winds at that time. To this end
the background convection velocity was simulated by averaging the Doppler velocity of
the same cell from which the analytic signal representing the MSTID was calculated.
A plot of this velocity is seen in the top panel of Figure 5.10(b). The first term in
equation 2.25 (QC) was evaluated by using this average velocity (165 ms−1) together
with the beam direction. A plot of the sum of all three terms of equation 2.25 for the
background Joule heating is plotted in the middle panel. Finally, in the last panel of
Figure 5.10(b) a plot of the estimated total energy dissipation over the area of MSTID
observation is shown. This maximizes at a value of 103 kW. A comparison of the last
panels of Figures 5.10(a) and 5.10(b), indicates that the MSTID contributes ∼55% of
the background Joule heating at that time. At the time when the polarization electric
field (calculated from the Doppler velocity shown in the top panel of Figure 5.10(a)
and the magnetic field from the IGRF model) is at its maximum value (around 3:30
UT), the heat dissipated due to the MSTID is ∼22 kW and the background Joule
heating is ∼30 kw, which shows the contribution from MSTID increases to 73%. Its
relative contribution is, of course, very sensitive to the relative strength and direction
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of the neutral wind. To our knowledge, this is the first estimate of power dissipation
by an MSTID.

5.2.3 Source mechanism

On 17 March 2013 an MSTID was observed between 02:00 and 06:00 UT by the
SANAE and Halley SuperDARN radars (UT is similar to LT at the location of
SANAE radar). This interval, and the eight hours leading up to the event, were
characterised by very quiet magnetic conditions with no sub-storms or storms re-
ported. Figure 5.11(a) shows plots of hourly data of solar wind speed, Dst, AE, PCS
and Kp*10. where Kp*10 is a mapped version of Kp index from OMNI data set
(https://omniweb.gsfc.nasa.gov/form/dx1.html). Where Kp values are mapped
in such a way that 0+ to 3, 1- to 7, 1 to 10, 1+ to 13, 2- to 17, etc. Figure 5.11(b) gives
the Bz, By and Bx components and total magnitude of the magnetic field as derived
from the advanced composition explorer (ACE) satellite data. The vertical line indi-
cates the first appearance of the event in the radar data. All indicators characterise a
very quiet period (Bz positive or northwards, Dst > -25 nT, PCS 0-2 and AE < 200
nT). Figure 5.12 shows a SuperDARN convection map for the period 02:14–02:16 UT
(near the start of the MSTID observation) covering the southern polar region. Super-
DARN convection maps are constructed by fitting all ionospheric measurements of
Doppler velocities from the operating radars into a spherical harmonic representation
of the ionospheric electrostatic potential. This produces a unique representation of
the ionospheric convection pattern every 2 minutes (Ruohoniemi and Baker, 1998).
The convection velocities (from SuperDARN) and flux of protons and electrons (50
eV - 20 keV) measurements from the polar orbiting environmental satellites (POES)
are indicated by a shared colour bar. Both the Heppner Maynard boundary and the
estimated equatorward boundary of the auroral oval (from POES) are marked (cyan
with black broken lines and red dot-dash line, respectively). The locations of the
SANAE (SAN) and Halley (HAL) radars are indicated near, and soon after, mag-
netic midnight. The radars share a similar magnetic latitude of ∼ 62◦S. A study by
Rodger et al. (1983) indicated that a sporadic E layer (Es) was frequently observed
in ionosonde data at Halley during both pre- and post-magnetic midnight intervals
under both the equatorward and poleward edges of the ionospheric trough. Returns
that could be from a sporadic E region are clearly visible from range gates less than
10 in Figures 5.1(a) and 5.1(b) which are RTI plots of single beams of the SANAE
and Halley radars. These returns can be placed in a geographical region near the
poleward edge of the ionospheric trough (or the equatorward auroral oval boundary,
the red dot-dash line in Figure 5.12). The results indicates that instabilities within
the Es layer form a polarisation electric field, which is subsequently mapped to the
F region, are the causative mechanism for the MSTID in this event (Ogawa et al.,
2009; Suzuki et al., 2009; Yokoyama and Hysell, 2010). Figure 5.13 shows the ray
trace plot for beam 8 of SANAE radar for 17 March 2013. At the altitude of the
MSTID observation (around 300 km) the radar signal encounters the magnetic field

https://omniweb.gsfc.nasa.gov/form/dx1.html
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line (in pink) at an angle, which allows up and down movement of the plasma through
Ep ×B. The polarisation electric field estimated from the Doppler velocity of the
MSTID (given in Figure 5.10(a)) makes up ∼ 30% of the background electric field.
Suzuki et al. (2009) estimated the polarisation electric field for an MSTID generated
by gradient drift instability to be at least 11% of the effective electric field (i.e. the
background electric field plus the contribution from the neutral wind). Since the po-
larisation electric field contribution calculated here is comparable to that of Suzuki
et al. (2009), we can deduce that despite the high background electric field in the
region of the MSTID, the polarisation electric field could be significant enough to
induce Ep ×B plasma drifts. Further evidence for this proposition is presented by
a Lomb-Scargle periodogram in Figure 5.14 which is a Lomb-Scargle Periodogram
(utilized due to many data gaps) of the Es data (gates 1 through 4) from beam 12
of the SANAE radar. A similar frequency as the MSTID (0.78 mHz) is apparent in
gate numbers 2, 3 and 4.
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Figure 5.12: Map potential for the time of the event based on the model by Thomas
and Shepherd (2018) and produced by RST 4.3 software with FITACF V2.5 data.
The total energy flux and the equatorward auroral oval boundary (red dot-dash) from
POES are overlaid. Map produced by K. Sterne (Virginia Tech).

Figure 5.13: Ray tracing plot for SANAE radar beam 8 on 17 March 2013 at 04:00
UT. The pink lines indicate magnetic field lines. The black lines represent segments
of computed ray paths where aspect condition is satisfied within 1◦.
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Figure 5.14: Lomb-Scargle periodogram of the backscattered power data from beam
12 and gate number 1 (blue), 2 (orange), 3 (green) and 4 (red).

5.3 Summary

The result of a multitaper analysis of the MSTID event observed on 17 March 2013
was presented in this chapter. The MSTID event was observed in backscatter and
Doppler velocity data from both the SANAE and Halley radars for the period between
02:00 and 06:00 UT. The geomagnetic conditions before and during the observation
of the event were quiet. The MTM method, together with a complex demodulation
method, were used to obtain the analytic signal of the wave, which was used to
estimate the instantaneous amplitude, frequency and phase of the MSTID for the
duration of the event. Spectral analysis of the SANAE and Halley radar data showed
a MSTID with a period of 23 min propagating in southeast direction with a maximum
velocity of ∼280 ms−1. Joule heating due to the MSTID was estimated by using the
Doppler velocity data from the SANAE radar, and estimation of the magnetic field
and neutral wind at the altitude where the MSTID was observed.



Chapter 6

GPS data analysis of TID events

6.1 Introduction

A combination of SuperDARN and GPS data have been used to observe TID events
simultaneously and study their characteristics (e.g., Ogawa et al., 2009; Hayashi et al.,
2010). Hayashi et al. (2010) observed an LSTID event using simultaneous data from
the GPS Earth observation network (GEONET) and the Hakkaido radar located in
the northern hemisphere. GEONET provides a dense TEC map over Japan that can
be used for ionospheric perturbation studies, for example to determine the propa-
gation direction and the speed of TIDs (Ogawa et al., 2009; Hayashi et al., 2010).
TEC maps are used to determine the direction and speed of TID propagation. Over
Antarctica, especially in the FOV of the SANAE and Halley radars, the GPS network
coverage is insufficient to do a similar analysis. Therefore, the analysis in this chapter
is limited to the spectral analysis of TEC data in order to determine the frequency
of the TID events.

Three events that occurred during different geomagnetic conditions were selected
for analysis: 15 July 2012 (a major geomagnetic storm), 17 March 2013 (quiet time
event) and 6 April 2015 (substorm event). The four GPS stations selected for this
study were AMU2 (geographic location 89.9◦S, 69.24◦W), CRDI (geographic loca-
tion 87.41◦S, 30.56◦W), PECE (geographic location 85.6◦S, 111.44◦W) and HOWE
(geographic location 82.86◦S, 120.8◦W). These stations were selected for their close
proximity to both radars and therefore the IPPs of the satellites observed by them
overlap with the field of view of the radars, as illustrated in Figure 6.1 for 16 March
2013. The GPS data used here were downloaded from the UNAVCO data archive
(https://www.unavco.org/data/gps-gnss/gps-gnss.html) in RINEX (Receiver
INdependent EXchange) format. The RINEX data were further analysed using GPS-
TEC software to derive VTEC data as described in detail in Section 4.6. VTEC data
from the PRNs for the time period during which the radars observed TID events

81
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were selected and detrended using a 15-minute running mean to remove the diurnal
ionospheric variation. The detrended data were analysed using FFT for the frequency
and period information. An elevation threshold of 20 degrees was used to filter out
multipath signals. The frequencies and locations of the PRNs relative to the radars’
observation area were compared for similarities between the waves observed from GPS
TEC and radar data. The following plots are shown below: time series of VTEC, de-
trended VTEC (dVTEC) and the respective frequency spectrums. Also included are
maps showing the IPP location of the PRNs and the location of the TIDs observed
by the SANAE and Halley radars.

(a) AMU2 (89.9◦S, 69.24◦W) (b) CRDI (87.41◦S, 30.56◦W)

(c) HOWE (85.6◦S, 111.44◦W) (d) PECE (82.86◦S, 120.8◦W)

Figure 6.1: VTEC versus IPP latitude and longitude of all GPS satellites observed
from station AMU2 (a), CRDI (b), HOWE (c) and PECE (d) on 16 March 2013.
Note that coordinates in brackets are geographic coordinates.



Chapter 6. GPS data analysis of TIDs events 83

6.2 Results and discussion

6.2.1 15 July 2012 event

Signatures of a TID event were observed by both the SANAE and Halley radars
between 12:00 and 20:00 UT on 15 July 2012. The RTI plots in Figure 6.2 illustrate the
TID signatures that propagated from lower to higher gate numbers with time. This
means the TID propagation direction was away from the radar or poleward. Because
of data gaps, the Lomb-Scargle method was used to determine the frequency/period
of the TIDs, instead of the Fast Fourier transform. The Lomb-Scargle periodogram
of the backscatter power data from beam 2 of the SANAE radar and beam 10 of the
Halley radar is shown in Figure 6.3. As indicated by the periodogram, more than
one wave was observed from the different range gates of the radars. For example, the
dominant frequencies from gates 41-45 of beam 2 of the SANAE radar are 0.14, 0.27
and 0.6 mHz, corresponding to periods of 119, 61.7 and 27.7 minutes, respectively
(see Figure 6.3(a)). Similarly, waves at gates 28-35 of Halley’s beam 14 displayed a
dominant frequency of 0.27 mHz (periods of 61.7 minutes) and some gates displayed
dominant frequencies of 0.56 and 0.75 mHz (which correspond to periods of 29.8 and
22.2 minutes, respectively).

(a) (b)

Figure 6.2: RTI plots of backscattered power data (top panel), Doppler velocity
(middle panel) and spectral width (bottom panel) for the (a) SANAE and (b) Halley
radars on 15 July 2012.



Chapter 6. GPS data analysis of TIDs events 84

(a) (b)

Figure 6.3: Lomb-Scargle periodogram of power measurements by (a) SANAE beam
2, range gates 41 to 45 and (b) Halley beam 14, range gates 28 to 35.

This 15 July 2012 event occurred during an intense geomagnetic storm, as illus-
trated by the geomagnetic indices and IMF data, shown in Figure 6.4. The storm
commenced at around 18:00 UT on 14 July as indicated by an increase in the solar
wind speed and Bz turning negative. During the main phase of the storm the solar
wind speed, AE, PCS and Kp indices exceeded 600 km/s, 1200 nT, 12 and 7 respec-
tively, while the Bz component and Dst index reached a minimum of -18 and -136
nT respectively. As indicated by the vertical dash lines in Figure 6.4, the TID event
commenced at 12:00 UT on 15 July 2012, which was during the main phase of the
storm.

Figure 6.5 displays the TEC map and radar data plots for this event as obtained
from the VT SuperDARN website (http://vt.superdarn.org/tiki-index.php?
page=DaViT+TEC). This figure indicates that GPS data coverage was very sparse and
most of the data were to the west of the radars with a very small area that overlapped
with the radar data. Figures 6.6(a) and (b) shows the time series VTEC data and
detrended VTEC (dVTEC) data, respectively, taken from PRNs that were visible
from the AMU2 and HOWE stations between 14:00 and 20:00 UT. The ray paths of
the PRNs, the fields of view of the radars and the cells that observed the TIDs were
plotted on the map in Figure 6.6(c), with the blue and red stars for SANAE and Halley
radars. This plot illustrates that the ray paths of these PRNs are not only located
closely to the SANAE cells used in the frequency analysis, but also have overlapping
paths and time intervals, which suggest that these instruments may be looking at
the same wave. The FFT spectrum in panel (d) of Figure 6.6 shows that several
frequencies were dominant; however, the frequency of 0.6 mHz (27 minutes period)
was detected by all PRNs and was also one of the frequencies that was detected by

http://vt.superdarn.org/tiki-index.php?page=DaViT+TEC
http://vt.superdarn.org/tiki-index.php?page=DaViT+TEC
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Figure 6.4: Hourly solar wind data (top panel), IMF By (2nd panel), IMF Bz (3rd),
Dst (4th panel), AE index (5th panel), PCS index (6th panel) and Kp10 index (last
panel) from 14 to 18 July 2012. The vertical dash lines indicate the time period when
the TIDs were observed by the SANAE radar.

the SANAE radar.

Figure 6.5: TEC map for Antarctica plotted over backscatter power data from
SANAE and Halley radars for 15 July 2012 at 15:00 UT. Plot taken from Virginia
Tech SuperDARN website. Note that the map displays magnetic coordinates.
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(a) (b)

(c) (d)

Figure 6.6: Plots showing (a) time series data of VTEC from different PRNs detected
by AMU2 and HOWE GPS receiver stations on 15 July 2012, (b) detrended VTEC
data, (c) ray path of each PRN with respect to the observation area of the HF radars
and (d) FFT of detrended data.
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6.2.2 17 March 2013 event

In the previous chapter it was shown that the 17 March 2013 MSTID event occurred
post midnight between 02:00 and 06:00 UT during quiet geomagnetic conditions and
was observed by both the SANAE and Halley radars. It was found to have an MSTID
with period of 23 minutes (frequency of 0.72 mHz) and propagated southeast at a
speed of ∼225 ms−1. In this section, GPS data is analysed to determine whether this
event was observable within the GPS data. Figure 6.7 presents a GPS TEC map and
backscatter power data from the SANAE and Halley radars for 17 March 2013 at
03:00 UT (from VT SuperDARN website http://vt.superdarn.org/tiki-index.
php?page=DaViT+TEC). The variation in TEC value, seen on the map, indicate the
area of high and low electron density which is the signature of AGWs/TIDs in the
ionosphere. As can be seen from the figure, there are not many areas where the
GPS data and radar data overlap, since the backscatter comes from the lower range
gates of the radars. Thus, PRNs close to the fields of view of the radar that exhibit
frequencies close/similar to the ones in the radar data, will be used instead.

Figure 6.7: TEC map for Antarctica plotted over backscatter power data from the
SANAE and Halley radars for 17 March 2013 at 03:00 UT. Plot taken from Virginia
Tech SuperDARN website. Note that map uses magnetic coordinates.

Figure 6.8 presents GPS time series data and frequency analysed for time period
during which TIDs were observed in the SANAE HF radar data. The VTEC and

http://vt.superdarn.org/tiki-index.php?page=DaViT+TEC
http://vt.superdarn.org/tiki-index.php?page=DaViT+TEC
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detrended VTEC for 4 PRNs, shown in Figure 6.8(a) and (b), exhibit possible signa-
tures of TIDs seen as periodic oscillations of VTEC/detrended VTEC. Note that the
IPP locations of the PRNs are within the field of view of SANAE, especially PRN
25 which has a ray path closest to the area where the TID was observed over the
CRDI station (see Figure 6.8(c)). An FFT analysis of the GPS data revealed a wave
with a frequency of 0.7 mHz (corresponding to a period of 23.8 minutes). This fre-
quency/period agrees with that obtained from SANAE HF radar data and therefore
suggests that both instruments observed the same structures.

(a) (b)

(c) (d)

Figure 6.8: Plots showing (a) time series data of VTEC from different PRNs detected
over AMU2, PECE and CRDI GPS receiver stations on 17 March 2013, (b) detrended
VTEC data, (c) ray path of each PRN with respect to the locations where TIDs were
observed by the HF radars and (d) the FFT of the detrended VTEC data.
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6.2.3 6 April 2015 event

Figure 6.9 presents an example of TID signatures observed post-midnight in SANAE
radar data on 6 April 2015 between 00:00 and 06:00 UT. The frequency analysis of
the backscattered power data from the SANAE radar indicates the existence of two
dominant frequencies, i.e. 0.38 mHz and 0.55 mHz (equivalent to periods of 43 and 30
minutes, respectively), for most of the beams. FFT plots of selected cells are shown in
Figure 6.10. Using Equations (4.3) and (4.5) the phase velocity and and propagation
direction of the TIDs are determined to be 98 and 109 ms−1 for TIDs with frequencies
of 0.38 mHz and 0.55 mHz, respectively, and propagates northward.

Figure 6.9: RTI plots of backscattered power (top panel), Doppler velocity (middle
panel) and spectral width (bottom panel) of data from SANAE radar on 6 April 2015.

The geomagnetic state before the commencement of the event was disturbed
condition with multiple AE increments and a high solar wind speed of up to 550 ms−1.
Figure 6.11 shows the solar wind conditions and the geomagnetic indices between 2
and 6 April, 2015. The solar wind speed a few days before the event (2-5 April
2015) was higher than the typical solar wind speed, which is usually 300-400 km/s
(Tsurutani et al., 2006). These conditions lasted for almost 3 days (see top panel
of Figure 6.11). Figure 6.11 also shows that the Bz fluctuated between positive and
negative and the AE was ∼ 300 nT around 23:00 UT on 5 April 2015 (3rd and 4th
panels respectively). The IMF Bz fluctuation and a series of AE index activities, in
addition to the increase observed in the SW pressure, proton density and temperature,
indicate the occurrence of a HSSs and/or a CIRs events.
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Figure 6.10: FFT plot of backscatter power data from SANAE radar for the period
between 01:00 and 06:00 UT on 6 April 2015.

Figure 6.11: Solar wind speed (1st panel), total IMF magnitude (2nd panel), IMF Bz
(3rd panel) and AE index (4th panel) for the time period between 02 and 05 April
2015. The start of the HSSs/CIRs event is marked by the vertical red dash line. The
vertical black dash line indicates the start and end of the TID event in the SANAE
radar data.

As can be seen in Figure 6.12, the ionospheric backscatter data from the SANAE
and Halley radars do not coincide. The SANAE backscatter occurs at the lower range
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gates at the boundary of the field of view of the Halley radar. The area in which the
TIDs were observed was therefore not covered by both radars and thus the results of
the Halley radar were not included.

Figure 6.12: TEC map for Antarctica plotted over backscatter power data from the
SANAE and Halley radars for 6 April 2015 at 03:00 UT. Plot taken from Virginia
Tech SuperDARN website. Note that the map uses magnetic coordinates.

Figure 6.13(a) displays time series data of VTEC from PRN 07, 09 and 30 that
were detected by the PECE GPS receiver station on 6 April 2015 between 00:00 and
06:40 UT. The PRNs were visible during the period that the TIDs were observed
by the SANAE radar (see Figure 6.13(a) and (b)). The PRNs have ray paths that
are close to each other, as seen in Figure 6.13(c), therefore they probably sample the
same general volume of the ionosphere and detect the same wave structures. All the
PRNs registered a frequency of 0.55 mHz (equivalent to a period of 30 minutes), as
did the radar data (see FFT plot in Figure 6.13(d)).



Chapter 6. GPS data analysis of TIDs events 92

(a) (b)

(c) (d)

Figure 6.13: Plot showing (a) time series data of VTEC from PRN 07, 09 and 30
that were detected by the PECE GPS receiver station on 6 April 2015, (b) detrended
VTEC data, (c) FFT of the detrended data and (d) ray path of each PRN with
respect to the locations where TIDs were observed in the HF radar data.

6.3 Summary

This chapter discussed the results of a GPS TEC data analysis of three selected TID
events that were observed in SuperDARN data. The events were selected as examples
of TIDs observed during different geomagnetic conditions. The first of these events
was observed on 15 July 2012 during the main phase of an intense geomagnetic
storm. The event was observed by both the SANAE and Halley radars with poleward
propagating TID signatures. Both the radars and GPS data observed a frequency
of 0.6 mHz (corresponding to period of 27 minutes). The second event occurred on
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17 March 2013 simultaneously by both the SANAE and Halley radars. This event
occurred during a geomagnetically quiet time and was identified by TIDs signatures
that depict poleward propagation. A spectral analysis of the radar data detected an
MSTID of frequency 0.72 mHz (corresponding to a period of 23 minutes) with an
average phase velocity of ∼ 189 ms−1 propagating in southeast direction. GPS TEC
data from 4 PRNs that were visible nearby the FOV of the radars during the same
time period that the MSTID was observed by the radars, had a frequency of 0.7 mHz
(corresponding to a period of 23.8 minutes), very close to that of the radars. The
last event that was analysed occurred on 6 April 2015 during a substorm. There
was no simultaneous observation by the SANAE and Halley radars of this event,
as the backscatter data from each receiver fall under different geographic locations.
Consequently, only the results relating to SANAE and GPS TEC were discussed for
this event. An MSTID with a frequency of 0.55 mHz (corresponding to a period of
30 minutes) was observed in both the radar and GPS TEC data. The analysis of the
radar data showed that the MSTID had a phase velocity of 109 ms−1 and propagated
northward. Another MSTID with frequency of 0.38 mHz (corresponding to a period
of 43 minutes) and phase velocity of 98 m/s was observed from the radar, which has a
similar propagation direction as the 0.55 mHz (30 minutes) MSTID. It is important to
note that GPS signals comes in a slant direction while the enhancement and depletion
of the ionosphere due to the TIDs are in horizontal direction, which might affect the
detection of the TIDs using GPS. That means if the TID propagation direction is
along the path of the GPS signal the amplitude of TID becomes zero (Katamzi,
2011).



Chapter 7

Survey of TID events as observed in
SANAE HF radar data and their
associated source mechanism

7.1 Introduction

In this chapter TID characteristics as observed in SANAE radar will be presented.
The study includes TID events that occurred between the years 2005 and 2015, and
were identified in visual inspection of the RTI plots. The study aims to give insight
into the general characteristics of TIDs over Antarctica during solar minimum and
maximum, during the different seasons and times of the day. The study timespan
begins with the decline phase of the 23rd solar cycle and continues to the declining
phase of the next cycle. The number of sunspots during the two solar cycles is
presented in Figure 7.1, which shows that the period from 2005 to 2007 is the declining
phase of the 23rd cycle and solar activity was at a minimum from 2008 until 2010.
Solar activity then increased until the year 2012 when the first peak of solar maximum
was observed. The second and highest solar maximum was observed during mid 2014.
From 2015 onward solar activity declines. The SANAE radar is located at geographic
latitude of 71.68◦S and longitude of 2.85◦W, which means the local time and universal
time are the same, whereas magnetic local time (MLT)= UT−2 hours.

A total of 22 possible TID event days were identified in the SANAE HF radar
data, and 9 of these events were observed simultaneously in the Halley radar data.
Some of these events did not show significant signature in the frequency range of TIDs
or were not processed due to a significant data gap (more than 50%). Therefore, out
of the 22 event days, results for only 16 are reported here. The frequency/period
of the TIDs were calculated from both Lomb-Scargle and FFT spectral analyses
methods. The FFT method was used for events where 80% of data or more were
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available within the time interval of interest, whereas the Lomb-Scargle method was
used when the missing data were more than 20% but not exceeding 50%. Table
7.1 lists the 16 event days when TIDs were detected and analysed from the SANAE
radar, of which 4 include results from the Halley radar. All events were observed in
ionospheric scatter of the radars. The table shows the characteristics of the TIDs,
namely the central frequency of broadband peak, period, phase velocity, wavelength,
and propagation direction. In addition, geomagnetic condition during and up to 8
hours prior to the start of the event, is listed for each event. Geomagnetic quiet
periods are characterized by Dst > 20 nT, kp10 ≤ 30, AE< 300 nT and PCS 0–2.
For the events that were analysed by means of the Lomb-Scargle method, it was
not possible to estimate the propagation direction of the TIDs, because it is not
possible to obtain phase information from a Lomb-Scargle periodogram with which
to calculate the propagation azimuth. Therefore, the propagation azimuths of these
events were roughly estimated using the RTI plots, as either away (∼S) or towards
(∼N) the radar. The slopes of the TID signatures from the RTI plots, were used to
determine the speed, which was subsequently used to calculate the wavelength (see
Section 4.3). The rest of this chapter focuses on discussing the analysis of SANAE
HF radar data as this is the main objective of this project.

Figure 7.1: Number of sunspots for solar cycles 23 and 24 (credit: https://www.
swpc.noaa.gov/products/solar-cycle-progression).

https://www.swpc.noaa.gov/products/solar-cycle-progression
https://www.swpc.noaa.gov/products/solar-cycle-progression
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7.2 Results and discussion

7.2.1 Characteristics of TIDs

All events described here were observed in ionospheric scatter data, different from
most of the TIDs reported in the literature (e.g. Samson et al., 1989; Bristow et al.,
1994; Ishida et al., 2008; Grocott et al., 2013). One reason for this could be that
the SANAE radar has a higher ratio of ionospheric to groundscatter returns than
most other SuperDARN radars (Mravlag, 2007). Also, since these events are picked
out by visual inspection, and ionospheric power and velocity variations tend to be
larger than those in groundscatter, they are thus easier to identify visually. A recent
work by Gounden (2022) showed that there were more ground scatter MSTIDs than
ionospheric scatter MSTIDs in SANAE data in 2013 when using automated method,
which identify the MSTIDs based on frequency. All events occurred between midnight
and 06:00 UT, except for one event on 15 July 2012, which was observed between
14:00 and 20:00 UT. It is important to note that July is in the middle of winter in
Antarctica, meaning there is no sunlight.

The characteristics of the TIDs identified in SANAE radar data are presented
in histograms in Figure 7.2. As can be seen, 26 TIDs were identified on 16 event
days, with some of the events having more than one TID structure. The histograms
in Figure 7.2 shows that most of the TID events (65.4%) are MSTIDs with periods
between 20 and 60 minutes and phase velocities mostly between 50 to 333 ms−1,
except for a few where the velocities exceeded 400 ms−1. The MSTID phase velocities
agree with the ones reported by Crowley et al. (1987) over Antarctic Peninsula, with
MSTID phase velocities of up to 300 ms−1 during geomagnetically quiet conditions,
but with velocities higher than 300 ms−1 during disturbed conditions. On 15 July
2012 multiple waves with frequencies ranging from MSTIDs to LSTIDs and phase
velocities > 400 ms−1, were observed during a geomagnetic storm. Unlike the other
events, this event was analysed using Lomb-Scargle method due to large data gaps
(see RTI plot in Figure 6.2). Therefore, the estimation of the velocities was based on
a slope of the line that traces (using approximate sketch) the strong backscattered
power in the RTI plots of different beams. It is known that this method has a large
uncertainty, mainly because it is based on visually choosing the best line. Also, the
estimation of the velocities of the TIDs by means of one beam provides the velocity
component only in the direction of the beam. In addition, since more than one TID
structure was identified for this day, it was difficult to relate the estimated velocities
to the respective TIDs. Therefore, based on the known characteristics of LSTIDs and
MSTIDs (i.e. high velocities for LSTIDs) the estimated velocities were assigned to
each TID on the basis of their periods. Based on the estimated periods, velocities and
wavelengths of the TIDs, 4 LSTIDs (15.4%) and 17 MSTIDs (65.4 %) were identified
from a total of 26 TIDs as observed in the SANAE radar data. Five of the TIDs
(19.2%) were too ambiguous to categorise. In addition, it needs to be pointed out
that the method that was used to estimate the phase velocity and wavelength, has
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been previously used for MSTIDs, but not for LSTIDs (He et al., 2004; Grocott et al.,
2013). Therefore, it is possible that the error in the estimated parameters of LSTIDs
is due to the method that was used. For the method to work correctly, the phase
difference should be calculated using three quasi-equally spaced cells with the distance
between the cells being comparable to the wavelength of the TIDs. For LSTIDs this
distance has to be in the order of a thousand kilometres, which makes it difficult
to find three cells that see the same frequency and have 80% of the data from the
SANAE radar FOV over those kind of distances.

(a) (b)

(c) (d)

Figure 7.2: Histogram of (a) frequencies, (b) periods, (c) phase velocities and (d)
wavelengths for all TIDs events observed between 2005 and 2015.

Figure 7.3 shows azimuth, phase velocity and periods of all TIDs observed by
the SANAE radar. Based on the current results, it will be difficult to draw a clear
relation between the propagation direction of the TIDs and their source mechanism.
As shown in Table 7.1), not all or most events observed during geomagnetic storm
or substorm conditions, which have possible source from auroral activity, propagate
equatorward (i.e. northward, based on the location of the radars). Commonly TIDs
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generated from auroral sources at high latitudes propagate equatorward (Francis,
1975; Hunsucker, 1982). Although not common, a study by Katamzi-Joseph et al.
(2019) reported high-latitude LSTIDs propagating poleward during substorm activity
on 6 January 2014. It is also important to note that, for the events during which TIDs
propagated away from the radar (∼S), the direction of the TIDs were determined from
the slope of the TID signatures using the RTI plots. A positive (negative) slope in
a RTI plot signifies that the propagation direction is away from (towards) the radar,
i.e. southward (northward) (see Figure 6.2 for example). Figure 7.3 shows that there
are TIDs with longer periods, longer than 1 hour, but phase velocities of less than 200
ms−1. These were also classified as MSTIDs, since their velocities and wavelengths
fall within the range of MSTIDs, as was found in to a study by Ding et al. (2011).
They reported MSTIDs with periods of 20–70 min and phase velocities 50–230 ms−1.

Figure 7.3: Polar plot which shows variation of period and azimuth with phase veloc-
ity. The circumference represents the propagation azimuth (with 0◦ corresponding to
northward direction), phase velocity (in ms−1) is represented using the radial distance,
and the period is indicated by the colour bar.
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7.2.2 Dependence of the occurrence of TIDs on seasonal and
geomagnetic activity

The plot (Figure 7.4) of TIDs seasonal occurrence shows that most of the events
(46%) were observed during the month of March. The TIDs occurring during the
month of March propagated mainly northward and southward. The colour and size
of the circles in the polar plots represent the periods and phase velocities in Figure
7.4(a) and (b), respectively, which are also represented by the colour bars. The plot
of phase velocity with season shows that the majority of the TIDs observed during
the month of March have velocities less than 200 ms−1 (see Figure 7.4(b)). Figure
7.3 shows that there was only one day with a TID event during winter; the majority
of the events occurred during the equinox season (i.e. from March to May). This
trend agrees with the results of a study by Grocott et al. (2013) relating to the area
near to the Antarctic Peninsula. It was found that majority of the MSTID events
were during the equinoxes. However, studies by Ogawa et al. (1987) and Bristow
et al. (1996) over the southern and northern high latitudes, respectively, showed that
MSTIDs occur more frequently during the winter season than during summer. These
findings which are seemingly contradictory to those of Bristow et al. (1996) may be
explained by the fact that, unlike the current study, their results were obtained from
ground scatter HF radar data. This indicates that the source mechanism is different as
TIDs observed from ground scatter are associated with AGWs. Also, the dissimilarity
on the seasonal trend obtained in this study compared to that reported by Ogawa
et al. (1987) could be due to the fact that the studies used different instruments;
Ogawa et al. (1987) used differential Doppler measurements, which have different
capabilities in detecting TIDs. Furthermore, Ogawa et al. (1987) pointed out that
the results obtained from the differential-Doppler measurements may not represent
the actual nature of TIDs/AGWs at ionospheric heights.

Table 7.1 shows that of the 16 event days presented here 6 occurred during quiet
geomagnetic conditions and 8 may have been associated with disturbed geomagnetic
conditions, since there were substorm or HSS/CIR events that occurred during or
within 8 hours before the TIDs events as observed in the SANAE radar data. Figure
7.5 shows that 5 of the events happened during quiet geomagnetic conditions. The
6th event on 17 March 2013 has been discussed in detail (see Figure 5.11). Solar wind
speed and the IMF By and Bz data confirm that there were no disturbances prior or
during the TID events.

Only 2 events reported here occurred during geomagnetic storms, one during the
main phase of the 15 July 2012 storm and the other during the recovery phase of the
11 March 2012 storm. A detailed analysis of the 15 July 2012 event, using a Lomb-
Scargle periodogram, was done in Chapter 6. Events during geomagnetic storms tend
to have multiple frequencies ranging from a medium- to a large-scale TIDs. These
could be due to the possibility of multiple sources during geomagnetically disturbed
periods.
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(a) (b)

Figure 7.4: Polar plot showing the variation of (a) period and azimuth and (b) phase
velocity and azimuth with day of the year (seasonal variation). Note that in this case
the radii represent months and the colour bars indicate period and phase velocity of
TIDs in (a) and (b) respectively.The size of the circles represent the period in (a) and
phase velocity in (b).

It is not possible to statistically determine the solar cycle variation of TID char-
acteristics due to the small number of observed TIDs. However, in general, most of
the events (43.7%) reported here occurred during 2012 and 2013, close to the maxi-
mum of the moderate solar cycle 24. The other year when TIDs frequently occurred
was 2005, which was during the declining phase of the 23rd cycle. In 2005 alone 5
events were identified, and counts for 31% of the total number of events observed by
the SANAE radar. From the TIDs detected in this study, the majority were observed
during the declining phase (2005) and maximum phase (2012–2013) of the solar cycle.

7.2.3 Source Mechanisms

Based on the geomagnetic condition during and prior to the commencement of the
TID event; the events reported here are classified into events observed geomagnetically
disturbed periods and events observed during geomagnetically quiet periods. During
geomagnetically disturbed periods, possible sources of the TID events were associated
with geomagnetic storms or substorms by means of Joule heating and the Lorentz
force. For the events occurred during geomagnetically quiet times (see Figures 5.11
and 7.5) source mechanisms such as Joule heating and Lorentz force associated with
geomagnetic storm and substorms are excluded from being possible sources of the TID
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events. However, these TID events occurred during local nighttime, and some studies
found that nighttime MSTIDs are generated by F-region electrodynamics and/or E-F
coupled dynamics, in particular Es and polarised electric fields (Perkins, 1973; Kelley
and Miller, 1997; Tsunoda and Cosgrove, 2001; Ogawa et al., 2009; Otsuka et al.,
2009; Suzuki et al., 2009).

Sporadic E and polarisation electric field

There are several studies which relate nighttime MSTIDs observed during geomag-
netically quiet period with Es and polarised electric field (Otsuka et al., 2007; Suzuki
et al., 2009; Ogawa et al., 2009). Ionospheric instabilities such as Es instability that
acts through electrodynamical processes involving polarised electric fields could de-
velop the MSTIDs. Polarised electric fields are generated perpendicular to the wave-
fronts of MSTIDs to maintain the electric current continuity that was disrupted by
MSTIDs. The polarised electric field maps this perturbation to the F region along
magnetic field lines through E×B drifts, which is the reason for the observation of
similar waves in the E and F regions.

Some of the events identified from the SANAE radar in this study show sim-
ilar characteristics to TIDs that are generated by polarised electric fields. One of
these events were observed on the 17 March 2013. The MSTID event on 17 March
2013 occurred during a geomagnetically quiet period, with the wavefront aligned
in southwest-northeast. In Chapter 5, it was shown that for this event the E-region
backscatter power data had frequencies similar to this MSTID (refer to Figures 5.4(d)
and 5.14). The other event with similar source mechanism was observed on 19 March
2007. The event occurred just after midnight until 05:00 UT during geomagnetic
quiet conditions (see Figure 7.5(d)), which is the time when Es are reported to occur
frequently at the latitudes of the SANAE and Halley radars (Rodger et al., 1983).
Scatters from Es layer were observed from the radar data and the spectral analysis of
the data depicts a similar frequency of an MSTID in F region and Es layer data (see
Figure 7.6). As in the case of the 17 March 2013 event, the MSTIDs on 19 March
2007 has a wavefront aligned southwest-northeast with southeast propagation (see
Table 7.1). The southeast propagation of the MSTIDs reported here are different
from the northwest propagation of MSTIDs in the southern hemisphere mid-latitudes
that are due to polarised electric field (e.g., Otsuka et al., 2004; Shiokawa et al., 2005).
Figure 7.7 shows a sketch of the MSTID wavefronts together with the direction of
the polarised electric fields and neutral wind for the 17 March 2013 event. The di-
rection of the neutral wind was derived from the horizontal wind model (HWM14),
which was used in Section 5.2.2. The southeast propagation of the MSTIDs could be
due to directional filtering by the neutral wind, which was directed northwest for the
case of the 17 March event, as estimated by the HWM14 (illustrated in Figure 7.7).
Antiwindward propagation of MSTIDs were observed by Crowley et al. (1987) over
the Antarctic Peninsula, during magnetically quiet periods.
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(a) (b)

(c)

(d) (e)
Figure 7.5: Hourly data of solar wind (1st panel), IMF By (2nd panel), IMF Bz (3rd),
Dst (4th panel), AE index (5th panel), PC South index (6th panel) and Kp10 index
(last panel) for the events on (a) 4 March 2005, (b) 6 May 2005, (c) 7 May 2005,
(d) 19 March 2007 and (e) 14 September 2007. The vertical dash lines indicate the
starting and ending time of the TID events from the SANAE radar.
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(a) (b)

Figure 7.6: Frequency spectrum plots of the 19 March 2007 event (a) using FFT
for gate numbers between 23 and 27 and (b) using Lomb-Scargle for gate numbers
between 0 and 2.

Figure 7.7: Sketch of the propagation direction of the MSTIDs together with the
neutral wind (U) and field line-integrated current (J) for the 17 Mar 2013 event.
Sketch adapted from Otsuka et al. (2009).
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Geomagnetic storms and substorms as TIDs generation mechanism

At high latitudes TIDs are thought to be mainly generated through Joule heating and
the Lorentz force associated with enhanced auroral electrojets (Chimonas and Hines,
1970; Francis, 1975). Precipitation of energetic particles, which is common at high
latitudes, contributes to high-latitude instabilities by depositing heat (Hunsucker,
1982). Both Joule heating and the Lorentz force (force transfer to neutrals through
collision) introduce a local time-dependent disturbance into the neutral atmosphere
that triggers TIDs at high latitudes (Chimonas and Hines, 1970).

The TID event on 26 March 2010 between 01:00 and 06:00 UT was identified
in the SANAE radar data. Figure 7.8 indicates that the TID signatures (strong
backscatter power) moved from higher range gate numbers to lower range gate num-
bers with time, which means that the TID was propagating towards the radar (from
higher to lower latitudes or equatorward based on the location of the radar). Two
TIDs were identified by means of the spectral analysis of backscatter power data for
the 26 March 2010 event (see Table 7.1). An LSTID with a frequency of 0.11 mHz or
a period of 151.5 minutes and wavelength of 1414 km propagated northwest with a
phase velocity 156 ms−1. The other TID had a frequency of 0.27 mHz (corresponding
to a period of 60 minutes), wavelength of 243 km and phase velocity of 67 ms−1.
Based on these characteristics, the TID can be classified as an MSTID.

Figure 7.8: RTI plots of backscatter power (top panel), Doppler velocity (middle
panel) and spectral width (bottom panel) based on the SANAE radar data of 26
March 2010.
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Figure 7.9 shows the geomagnetic conditions prior to the event were quiet, except
at 18:00 UT on 25 March (6 hours before the event commenced) when the AE index
increased to 300 nT, which could indicate a substorm. The auroral images produced
by the Syowa station in the southern hemisphere (69◦ S, 39.6◦ E) show high auroral
activity before the event (see Figure 7.10). Precipitation activity, as recorded by
DMSP satellites as it pass by southern high latitudes, for the time period of the auroral
images, are shown in Figure 7.11. DMSP satellites are used to study electron and ion
energy flux at mid- and high-latitudes (see Section 3.4 for more information). Satellite
data indicates high energy fluxes in the area of the magnetic latitudes and at that
time (see Figure 7.11). This suggests that the observed TID event could have been
caused by energy deposition into the ionosphere by energetic particle precipitation.

Figure 7.9: Hourly data of solar wind (1st panel), IMF By (2nd panel), IMF Bz (3rd),
Dst (4th panel), AE index (5th panel), PC South index (6th panel) and Kp10 index
(last panel) for 25 to 26 March 2010. The vertical dash lines indicate the time interval
when the TIDs occurred as identified in the SANAE radar.

In the SANAE radar data for 11 March 2012 between midnight and 05:00 UT
TID signatures were identified (see Figure 7.12) during the recovery phase of the
storm on 9 March 2012. Figure 7.13 shows the geomagnetic conditions between 8
and 13 March 2012. The figure shows that on 8 March 2012 around 10:00 UT there
was a sudden impulse, which indicates the arrival of the shock wave on the Earth’s
magnetosphere. The storm commenced on 9 March 2012, with the Dst reaching a
minimum value of -150 nT around 08:00 UT on 9 March 2013. The maximum AE
index recorded for this day was 1785 nT at around 09:00 UT (see Figure 7.13 5th
panel). The recovery phase of this storm lasted for almost 2 days (from ∼16:00 UT
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(a) (b)

Figure 7.10: Auroral images produced by Syowa station in the southern hemisphere
(a) at 19:53 on 25 March 2010 and (b) at 00:40 on 26 March 2010 (http://polaris.
nipr.ac.jp/~acaurora/syowa_CDC_QL/).

(a) (b)

Figure 7.11: Precipitating particle flux data from DMSP satellites (a) F17 for 25
March 2010 and (b) F16 for 26 March 2010. 1st panel Electron flux, 2nd panel Ion flux,
3rd panel Ni and N[O+] density, 4th panel vertical and horizontal ion drift velocity and
5th panel magnetic field components (image taken from Boston college space weather
data survey site https://dmsp.bc.edu/html2/index.html).

on 9 March to ∼13:00 UT on 11 March). As listed on Table 7.1, the frequency analysis
of this event depicts the existence of two waves with frequencies of 0.22 mHz and 0.6

http://polaris.nipr.ac.jp/~acaurora/syowa_CDC_QL/
http://polaris.nipr.ac.jp/~acaurora/syowa_CDC_QL/
https://dmsp.bc.edu/html2/index.html
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mHz (corresponding to periods of 75.8 minutes and 27.8 minutes, respectively). The
phase velocities and wavelengths of these waves are in the range of MSTIDs, i.e. phase
velocities of 137 ms−1 and 327 ms−1, and wavelengths of 623 km and 546 km for the
TIDs with periods of 75.8 min and 27.8 min, respectively. The propagation directions
of the TIDs were northward (equatorward), which is the most common propagation
direction for TIDs triggered by geomagnetic storms (e.g. Bruinsma and Forbes, 2007;
Borries et al., 2009; Katamzi and Habarulema, 2014).

Figure 7.12: RTI plots of backscatter power (top panel), Doppler velocity (middle
panel) and spectral width (bottom panel) from SANAE radar from 11 March 2012.

Another event during a geomagnetic storm occurred on 15 July 2012. The spec-
tral analysis of SuperDARN and GPS data for this event, including the geomagnetic
conditions, was discussed in Chapter 6. This event occurred during the main phase
of an intense geomagnetic storm, with minimum Dst value of -139 nT. Figure 7.14
shows the map potential plot of the southern hemisphere during the time that the
TID was observed, which was also during the main phase of the geomagnetic storm.
The figure shows a strong convection where the Heppner Maynard boundary (cyan
and black line) expanded up to 50◦ in latitude. Strong flow velocities can be seen in
the cusp region within the FOV of the SANAE and Halley radars (indicated using
the black circle in Figure 7.14) generated by dayside reconnection, which presumably
caused by intense precipitation from the magnetosheath. Multiple waves in the fre-
quency range from 0.1 to 0.75 mHz or in periods from 166.7 to 22.2 minutes were
observed during this event. In contrast to the previous storm time TID event (i.e.
11 March 2012 event), this event shows TIDs that propagate southward(poleward).
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Figure 7.13: Hourly data of solar wind (1st panel), IMF By (2nd panel), IMF Bz (3rd),
Dst (4th panel), AE index (5th panel), PC South index (6th panel) and Kp10 index
(last panel) for 10 to 11 March 2012. The black dash lines indicate the time interval
during which the TIDs observed in the SANAE radar data. The red line indicates
the sudden impulse (or arrival of the shock wave) on 8 March 2012 and the red dash
line indicates the commencement of the storm on 9 March 2012.

Even if poleward propagating TIDs associated with disturbed auroral/geomagnetic
conditions are rare, a number of studies have reported on such TIDs (e.g. Momani
et al., 2010; Katamzi-Joseph et al., 2019)

The TID event of 6 April 2015 was associated with HSS and/or CIR events which
led to a deposition of high-energy particles, as illustrated by the high plasma flow
on the map potential plot in Figure 7.15(a), which coincides with the high energy
flux at around 23:00 UT on 5 April 2015 from the DMSP data (Figure 7.15(b)). In
addition to increases in the AE index before and during the TID event (see Figure
6.11), a decrease in the H component magnetic field was observed in the SANAE
magnetometer data of 5 April 2015 at around 23:00 UT, as shown in Figure 7.16.
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Figure 7.14: Map potential plot for the southern hemisphere between 13:58 and
14:00 UT on 15 July 2012 (image taken from VT SuperDARN website http://vt.
superdarn.org/tiki-index.php?page=DaViT+Map+Potential+Plot).

(a) (b)

Figure 7.15: Map potential plot for the Southern hemisphere (a) and DMSP data
from satellite F16 (b) for 5 April 2015.

http://vt.superdarn.org/tiki-index.php?page=DaViT+Map+Potential+Plot
http://vt.superdarn.org/tiki-index.php?page=DaViT+Map+Potential+Plot
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Figure 7.16: Magnetometer data from the SANAE station, showing the H (top panel),
Z (middle panel) and D (bottom panel) components of the magnetic field. The red
dashed lines indicate the time interval during which the substorm occurred. The black
dashed lines indicate the time interval of the TID event as identified in the SANAE
radar data.

7.3 Summary

This chapter discussed the characteristics of TIDs identified in the SANAE HF radar
data and their possible source mechanisms. A total of 22 events were identified for
the period 2005–2015 by means of visual inspection of the RTI plot. Nine of these
TID events were also observed in the Halley HF radar data, which were inspected in
similar fashion. Of the 22 event days identified, only 16 event days were analysed,
since data analysis was done only for those event days for which sufficient data (at least
50%) were available within the time interval of interest. The majority of the TIDs
(65.4%) identified in the SANAE radar data were MSTIDs, with periods between 20
and 60 minutes, phase velocities between 50 and 333 ms−1, and wavelengths between
129 and 833 km. The seasonal characteristics of the TIDs shows that 46% of the
TID events occurred during the month of March and they propagated in north and
southeast direction. Geomagnetic indices data and precipitation data were used to
find the possible source mechanisms of the TIDs. The result showed that two of
the events may be linked to Es and polarised electric fields since the events were
observed during quiet time post midnight and similar frequencies were observed from
scatters from F layer and Es layer. For ten events the possible sources of TIDs were
observed during geomagnetic storm and substorms, and therefore could have been
generated via mechanisms such as Joule heating, the Lorentz force and energetic
particle precipitation.



Chapter 8

Conclusion and future work

8.1 Summary and conclusion

Understanding the sources and scale of energy coupling due to TIDs is vital for esti-
mating the upper atmospheric energy balance and for improving atmospheric and/or
ionospheric models, because of their important role in energy/momentum distribu-
tion. Navigation and communication satellites, as well as radio astronomy instru-
ments, are sensitive to ionospheric irregularities such as TIDs, which can reflect and
scatter their signal and introduce error in the measurements. Since at least 1960
TIDs have been studied theoretically and empirically using different ground- and
space-based instruments and models. Most of these studies were done at the high
and mid-latitudes of the northern hemisphere. Therefore, a climatological study of
TIDs in the southern polar region, mainly over SANAE, would narrow the knowledge
gap relating to these structures, especially since studies of TIDs above Antarctica are
particularly sparse in the literature.

In this project the climatology of the characteristics of TIDs over Antarctica was
studied by means of long-term data, covering the period 2005–2015 obtained from the
SANAE SuperDARN radar. These were supplemented by the data from the Halley
radar, which has a large overlapping FOV with SANAE, and also with GPS TEC
data from PRNs close to the FOV over which the TID was detected. Measurement
of a common area using two radars as presented in this project are rare in the liter-
ature, and the use of multi-instruments provided a unique opportunity for optimal
detection and characterisation of TIDs over this region. The use of different signal
processing methods, such as MTM, FFT and Lomb-Scargle, for determining the fre-
quency (period) of the waves from radar and GPS TEC data, was demonstrated. The
advantage of using multiple windowing spectral analysis with the MTM method over
the traditional windowing method in determining TID characteristics, was illustrated
using one of the TID events. In particular the analytic signal of the wave from the
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MTM method was used to estimate the instantaneous phase velocity and propagation
azimuth of the wave, which accurately tracked the change in the characteristics of the
MSTID throughout the duration of the event.

The first results chapter, Chapter 5, describes the results of a case study of an
MSTID event on 17 March 2013 as identified in the radar data of the SANAE and
Halley radars. This has been published (Atilaw et al., 2021). The MTM frequency
spectrum of the backscatter power data from the SANAE radar showed a dominant
wave at a central frequency of 0.78 mHz of> 95% significance. Complex demodulation
of the reconstructed signal of this central frequency allowed for the estimation of the
instantaneous amplitude, frequency and phase of the MSTID throughout the duration
of the event. A cross-spectral analysis of three cells of the SANAE backscattered
power data was used to calculate the MSTID’s propagation speed, direction and
wavelength by a method incorporating elements from He et al. (2004), Ishida et al.
(2008) and Grocott et al. (2013). It was estimated that the MSTID, with a period
of approximately 23 minutes, travelled at a phase velocity of 170–280 ms−1 with
the maximum phase velocity occurring around 04:04 UT. The change in the speed
of the wave was also observed in the change in the slope of the power backscatter
and/or Doppler velocity enhancements on the RTI plot (top panel of Figure 5.7).
The wavelength and propagation azimuth of the MSTID varied between 240 and 380
km, and 140◦ and 154◦ (i.e southeast), respectively, in a similar manner as the phase
velocity. The analysis of Halley radar data supports these results, since the data also
identifies a MSTID structure with wavelength, velocity and azimuth of 248 km, 178
ms−1, and 130◦ (southeast), respectively.

Frequency analysis of the SANAE velocity data, together with knowledge of the
local magnetic field magnitude allowed for an estimation of the convection polarisation
electric field during the period that the MSTID was active. The convection Joule
heating was determined from this estimated polarisation electric field, together with
an assumed Pedersen conductance. The interaction of the convection with the neutral
wind, due to the MSTID, was also calculated. These two contributions were summed
over an estimation of the geographic area over which the MSTID had been identified,
to provide an estimate of the Joule heating by the MSTID. A maximum of 78 kW was
estimated. The Joule heating by the MSTID was compared to the background Joule
heating, which was estimated by using the average background convection velocity
from the SANAE radar, and the conclusion was that the Joule heating due to the
MSTID was almost as important as the background heating during this event. This
is an important finding in terms of getting a handle on the importance of TIDs in the
energy budget in this climatically sensitive region.

To support and complement TID observations from HF radar, TID event analy-
sis of GPS TEC measurements are offered in Chapter 6. Three events were selected
as examples of TIDs under different geomagnetic conditions. The first selected was
on 15 July 2012. Both the SANAE and Halley radar data for that date, identifies the
TID during the main phase of an intense geomagnetic storm. Spectral analysis of the
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radar data from both the SANAE and Halley radar shows the existence of poleward
propagating MSTIDs and LSTIDs. The area in which the TIDs were observed by the
radars, and the IPPs of the PRNs coincide, since the backscatter of the radars was
from higher range gate numbers. MSTIDs with similar periods were observed in the
radar data and simultaneously by PRNs that were visible from two GPS receiver sta-
tions, namely AMU2 and HOWE. Both the radar and GPS data showed a frequency
of 0.6 mHz (corresponding to a period of 27 minutes). For the GPS TEC data only
the frequency analysis is done, as it was not possible to determine the velocity and
wavelength of the wave, because of the scarcity of GPS data over the FOV of the
radars.

The second event that was analysed with radar and GPS measurements, was the
TID event of 17 March 2013, which was analysed earlier using the MTM method. As
the earlier analysis revealed, this event occurred during quiet geomagnetic conditions
and was observed by both SANAE and Halley radars. It had a central frequency of
0.72 mHz (period of ∼ 23 minutes). A frequency of 0.7 mHz, which corresponded to
a period of 23.8 minutes, was observed in the GPS TEC data of 4 PRNs that were
visible near the FOV of the radars during a similar time interval that the MSTID was
observed by the radars. The last event, described in this chapter, occurred during
a substorm on 6 April 2015. There were no simultaneous observations from the
SANAE and Halley radar for this event as the backscatter data from each receiver
did not cover the same geographic location. Therefore, only results from SANAE
and GPS TEC were discussed for this event. An MSTID with a frequency of 0.55
mHz (period of 30 minutes) was observed in both the radar and GPS TEC data.
Further analysis of the SANAE radar data showed that this MSTID was propagating
northward (equatorward) with a speed of 109 ms−1.

Chapter 7 presented the characteristics of all TIDs identified visually in the RTI
plots of the SANAE HF radar data and their possible source mechanisms over a 10
year period (2005–2015). However, even though 22 TID event days were identified in
the 10-year period of the study, the results of only 16 were discussed, due to limited
data for the other events. Four of these 16 were also observed in Halley radar data,
and therefore their TID parameters were also included. All events reported in this
study were identified in ionospheric scatter data, possibly because the SANAE radar
has a higher ratio of ionospheric to groundscatter returns (Mravlag, 2007). Another
reason could be that it is easier to identify the power and velocity fluctuations from
ionospheric scatter data than groundscatter data, since the variations in the former are
larger than in the latter. The majority of the TIDs (65.4%) identified were MSTIDs
with periods between 20 and 60 minutes, phase velocities between 50 and 333 ms−1,
and wavelengths between 129 and 833 km. The characteristics of the MSTIDs are
similar to those reported by Crowley et al. (1987) and Grocott et al. (2013) for TID
events observed around the Antarctic Peninsula.

All events reported here were occurred between midnight and 06:00 UT, except
for one event, which occurred in the late afternoon during a geomagnetic storm. The
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TID occurrence rate was high during equinox with 75% of the event days during
March–May, in fact 46% occurred in March and tended to propagate northward and
southeastward. Local winter had the least TID activity, with only 1 TID event day
identified. Similar observations, by means of the Frank Island HF radar, were re-
ported by Grocott et al. (2013) for the region near the Antarctic Peninsula. They
reported more frequent occurrences of MSTIDs during the equinoxes. However, the
studies by Ogawa et al. (1987) and Bristow et al. (1996) for the southern and northern
high latitudes, respectively, showed that the majority of the MSTIDs occur during
winter. This discrepancy in the findings of different studies may be explained as prob-
ably being due to the different data types used, as the results presented by Bristow
et al. (1996) were based on groundscatter data. Only ∼ 38% of the TID event days
occurred during geomagnetically quiet periods. Two of these events (19 March 2007
and 17 March 2013) had characteristics similar to those caused by instabilities in the
Es layer and polarised electric field (Ogawa et al., 2009; Suzuki et al., 2009; Otsuka
et al., 2009). The other quiet time TID events couldn’t be linked to this mechanism,
since it was not possible to determine their propagation azimuth or apply spectral
analysis to the backscatter data from the Es region due to data gaps, and therefore
these events require further investigation. The events during geomagnetic storms in-
dicated the presence of TIDs with multiple frequencies/periods, possibly indicating
the existence of more than one source of TIDs during disturbed periods. The pre-
ferred propagation direction of the TIDs during disturbed geomagnetic conditions is
not clear, this would require further investigation. Both equatorward and poleward
propagation of TIDs were observed for the events caused by geomagnetic storms and
substorms. On the other hand, all TIDs occurring observed during quiet geomagnetic
conditions propagated poleward.

8.2 Future work

This investigation could be improved and complemented by including analysis by
other instruments and models. Optical instruments, such as the all-sky imager, can
be used to study AGWs in the neutral atmosphere which subsequently propagate to
higher altitudes and trigger TIDs. This is important in order to identify the excitation
altitudes of TIDs/AGWs and relate them to the source. A reverse ray trace model,
such as HINDGRATS (hindcast gravity wave ray tracer) can be used to identify the
source of the TIDs. Analyses of data of other SuperDARN radars in the southern
hemisphere may provide a better picture of TID characteristics over Antarctica, since
there are 14 SuperDARN radars in this region, covering both mid- and high latitudes.
Other radars could also have elevation data, which would help in pinpointing sources
and providing an even more accurate handle on the TIDs characteristics. The TID
events for the 10-year period covered by this project, are very few, since the events
were identified by visual inspection of RTI plots. Automatic identification of TIDs
using algorithms that detect TIDs in the radar data could improve the statistical
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study. It would also be important to know when most of the scatters, both ionospheric
and ground scatter, occur from the radar to determine why TIDs occur post-midnight.
The majority of TIDs reported in this study occurred between midnight and 06:00
UT. However it is not clear whether it is because there was no scatter from the SANAE
radar during other times of the day or because of a genuine characteristic of TIDs
over this region. This needs to be explored in more detail and would provide a better
understanding of the seasonal and diurnal variation of TIDs over this region. These
kind of statistics could also be added to ionospheric models such as NeQuick to help
with communication errors and inaccuracies and could also be valuable additional
data in empirical climate models.
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